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Polarization response of matter: quantum theory of the constitutive law   
 
 
Density-matrix approach to the description of the interaction of a light wave with an atomic ensemble 
 
In the previous chapter, we have used time-dependent perturbation theory for deriving the probability of atoms undergoing 
transitions from one eigenstate of their Hamiltonian into another. This formalism led to Fermi’s golden rule and the atomic 
rate equations, the most frequently used formalism for the description of light-induced atomic transitions and lasers. 
However, the formalism leaves open several questions that are of crucial importance for the operation of lasers and light-
matter interactions: 
 


• Where does the broadening of atomic transitions originate from? 
 
• What are the limits of the rate-equation approximation and what is beyond? 


 
• Is light amplification resulting from stimulated emission a coherent process?  


 
 
The quantum theory of the polarization response of an atomic system to a light field connects polarization with the electric 
field (constitutive law) and – by doing so – provides answers to the above questions in a natural manner. The microscopic 
theory of the constitutive law derives from the quantum-mechanical motion of electrons 
  


• the linear electric susceptibility (and hence refractive index)  
as well as  


• the nonlinear susceptibilities,  
 
which were input parameters in previous models of light phenomena. The microscopic theory also establishes the limits of 
validity of the perturbative expansion of the constitutive law and relates the polarization to the electric field beyond the limits 
of these approximation (non-perturbative or strong-field regime).   
 
 


 
 
Fig. V-18 


The quantum theory of the light-induced polarization 
of an atomic system approach is based on the 
density matrix formalism developed in Chapter V-1. 
Again, we assume a near-resonant interaction 
between the incident light field and the atomic 
system 
 
 


0 2 1( ) /E Eω≈ω = − h  
 
 
so that other non-resonant levels (shown by dashed 
lines in Fig. V-18 play no role in the interaction 
except in determining the equilibrium populations 


 and N . eN1
e
2


 
 
As a result, the density matrix describing the state of the atomic ensemble is reduced to a 2x2 matrix 
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11 12


21 22
ˆ


ρ ρ⎛ ⎞
ρ = ⎜ρ ρ⎝ ⎠


⎟                                                                                                                        (V-150) 


 
 
which is represented here in terms of the eigenfunctions 1u  and 2u of the unperturbed Hamiltonian  of the atoms. 
The Hamiltonian of the atoms interacting with the incident light field is again written as 


0Ĥ


 


   ;          0
ˆ ˆ ˆ 'H H H= + 0


1 1ˆ '
2 2


i t i tH e e e e0
− ω ∗= − −rE rE ω


⎟


                                          (V-151) 


 
which in the same representation takes the matrix form 
 
 


'
1 12
'
21 2


ˆ E H
H


H E


⎛ ⎞
= ⎜⎜ ⎟
⎝ ⎠


                                                                                                                     (V-152) 


 
 
where  
 


'
12 0 1 2 0 12H u e u= − = −E r E μ    ;     


 
 


' '
21 0 2 1 0 21 0 12 12H u e u∗ ∗ ∗ ∗= − = − = − =E r E μ E μ H ∗


                               (V-153) 
 
 
and we have assumed the states 1u  and 2u to be of definite parity1, which implies 
 


11 22 0= =μ μ                                                                                                                              (V-154) 
 


as a consequence of 
3( ) ( )km k mu e u d∗= ∫μ r r r r .  


 
 
For the time being we assume the field to be linearly polarized along the x axis and the atoms to be fully aligned with the 
field. Without the loss of generality we assume the electric field amplitude Ex(t) to be real and choose the phases of the 
eigenfunctions 1u  and 2u such that  
 


3
21 12 1 2( ) ( )u e x u d r∗μ = μ = μ = ∫ r r                                                                              (V-155) 


 
With these simplifications the Hamiltonian takes the form 
 
 


                                                 
1 The eigenfunction of the Hamilton operator with a potential V(r) that satisfies V(-r)= V(r) can be shown to obey either uk(-r)= uk(r) or uk(-
r)= -uk(r), that is to possess even or odd parity, respectively. 
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1


2


( )ˆ
( )


x


x


E E
H


E t E


⎛ ⎞−μ
= ⎜⎜ ⎟−μ⎝ ⎠


t
⎟                                                                                                                 (V-156) 


  
 
What we are interested in is the time evolution of the polarization density of the atomic ensemble  
 


( )xP t N= μ                                                                                                                                             (V-157) 
 
under the influence of the field. Here N is the density of atoms and the ensemble average of the atomic dipole moment is – 
according to (V-83) – given by 
 
 


2


12 21 12 12
, 1


( ) ( )mn nm
m n


∗


=


μ = ρ μ = μ ρ +ρ = μ ρ +ρ∑                                                  (V-158) 


 
 
where we made use of Eqs. (V-154) and (V-155). The temporal evolution of Px(t) is determined by those of the components 
of the density matrix, which – in turn – is governed by the equation of motion  
 


ˆ ˆ ˆ[ , ]d i H
dt
ρ
= − ρ


h
                                                                                                                             (V-89) 


 
 
Substituting (V-150), (V-152) and (V-156) into (V-89) yields 
 
 


 


' '12
12 1 12 12 22 11 12 12 2


0 12 11 22


ˆ ˆˆ ˆ( ) ( )


( ) ( )x


d i iH H E H H E
dt


i i E t


ρ
= ρ−ρ = − ρ + ρ −ρ −ρ


μ
= ω ρ − ρ −ρ


h h


h


=
            (V-159) 


 
 


11
11 12 12


ˆ ˆˆ ˆ( ) ( ) ( )x
d i H H i E t
dt


∗ρ μ
= − ρ−ρ = − ρ −ρ


h h
                                                          (V-160) 


 
 


22
22 12 12


ˆ ˆˆ ˆ( ) ( ) ( )x
d i H H i E t


dt
∗ρ μ


= − ρ−ρ = ρ −ρ
h h


                                                            (V-161) 


 


where we utilized 21 12
∗ρ = ρ . 


 
 
Energy relaxation and dephasing  
 
By definition, is the probability of finding an atom in state kkρ ku , hence the population density of level 1 and 2 are given 
by  
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 1 11 2 22 11 22; ; ( )N N N N N N= ρ = ρ Δ = ρ −ρ                                                               (V-162) 
 
 
According to (V-127), with the interacting field E(t) “turned off”, these populations relax towards their equilibrium values due 
to spontaneous emission and inelastic collisions   
 
 


1 1 1 2 2


1 2
;


e edN N N dN N N
dt dt


− −
= − = −


τ τ
2                                                                        (V-163) 


 
 
So that for the corresponding components of the density matrix in the absence of interacting radiation we can write 
 
 


11 11 11


1


ed
dt
ρ ρ −ρ


= −
τ


                                                                                                                 (V-164) 


 
 


22 22 22


2


ed
dt
ρ ρ −ρ


= −
τ


                                                                                                                (V-165) 


 
 
The diagonal elements of the density matrix hence decay with the energy decay time constants kτ , which are therefore also 
referred to as the diagonal or longitudinal relaxation time constants.  
 
 
Once the interacting field E(t) is switched off, the off-diagonal elements of the density matrix also decay, but for a completely 
different reason. By definition (V-78) 
  
 


12 2 1 2 1
ic c c c e∗ρ = = − Δϕ


                                                                                                 (V-166) 
 
 
where is the phase difference between the two components of the wavefunction in its expansion in terms of  21 ϕ−ϕ=ϕΔ


1u  and 2u . After the external perturbation leading to a non-zero value of 12ρ  ceases, the ensemble average of this 
phase term approaches zero with a decay time constant T2  
 
 


12 12
0 12


2


d i
dt T
ρ ρ


= ω ρ −                                                                                                              (V-167) 


 
 
as the phase coherence of the wave functions of the individual atoms in the ensemble is gradually lost due to effects 
perturbing the wave function. T2 is called the dephasing time. 
 
The highest-frequency perturbations are in most cases elastic collisions, which cause only a random shift of , occur at a 
rate of  1/τph without affecting the magnitude of  c1 and c2 in Eq. (V-166) and hence the level populations. The phase 
coherence also decays due to population decay so that  


ϕΔ
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2 1 2 p


1 1 1 1 1 1
2 2phT
⎛ ⎞


h


Γ
= + + = +⎜ ⎟τ τ τ τ⎝ ⎠


                                                                           (V-168) 


 
 
 
As Eqs. (V-157) and (V-158) imply  
 
 


12 12 12( ) ( ) 2 Re[xP t N N ]∗= μ ρ +ρ = μ ρ                                                                               (V-169) 
 
 
dephasing described by (V-167) and (V-168) gives rise to a clearly observable phenomenon: the loss of quantum mechanical 
coherence in an atomic ensemble leads to the decay of coherent macroscopic polarization with a decay rate 1/T2  
 
 


2/
0 0( ) cost T


x xP t P e t−= ω                                                                                                                (V-170) 
 
 
Figure V-19 illustrates the decay of the coherent macroscopic polarisation resulting from elastic collisions in a collection of 
oscillating atomic dipoles  
 


 
 
Fig. V-19 


In this (hypothetical) case:  
 
 


ph/
0( ) t


x xP t P e− τ=         (V-171) 
 
 
In the hypothetical case of pure population 
(energy) decay, the intensity of 
spontaneously emitted radiation, which is 
proportional to , decays with the decay 
constant Γ,  see Eq. (V-168), hence 


2
xP


 
 


/ 2
0( ) t


x xP t P e−Γ=          (V-172) 
 
 
Comparison of Eqs. (V-171) and  
(V-172) sheds light on the origin  
of the factor ½ in Eq. (V-168).  
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The density matrix equations of motion for resonant light-atom interaction 
 
 
With the effect of the interacting field introduced from (V-159), (V-160) and (V-161) into Eqs. (V-164), (V-165) and (V-167), 
we obtain the density matrix equations of motion for resonant light-atom interaction   
 
 


11 11 11
12 12


1
( ) ( )


e


x
d i E t
dt


∗ρ μ ρ −
= − ρ −ρ −


τh


ρ
                                                           (V-173a) 


 
 
 


22 22 22
12 12


2
( ) ( )


e


x
d i E t


dt
∗ρ μ ρ −ρ


= ρ −ρ −
τh


                                                             (V-173b) 


 
 
 


 12 12
0 12 11 22


2
( ) ( )x


d i i E t
dt T
ρ μ


= ω ρ − ρ −ρ −
h


ρ
                                                     (V-173c) 


 
and for the other off-diagonal term 
 


21 12
∗ρ = ρ                                                                                                                                      (V-173d) 


 
 
 
 
The classical electron oscillator model, the resonant dipole equation  
 
 
Adding its complex conjugate to Eq. (V-173c), multiplying the new equation with μN  and using (V-169) we obtain 
 
 


0
2


x xdP Pi
dt T


= ω α−                                                                                                                  (V-174a) 


 
 
In a similar way, (V-173c) – (V-173c)* and its multiplication with μN yields 
 
 


2


0
2


2
x


d i P i N E
dt T
α μ
= ω − Δ −


h
x


α
                                                                                  (V-174b) 


 
where  . Differentiation of (V-174a) and substitution of )( 1212


∗ρ−ρμ=α N α  and dtd /α from (V-174a) and (V-174b) 
leads to  
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22
2 0
02 2


2 2


22 1x x
x x


d P dP P
T dtdt T


⎛ ⎞ ω μ
+ + ω + = Δ⎜ ⎟


⎝ ⎠ h
N E                                               (V-175) 


 
 
Multiplying (V-173a,b) with N , and substituting α  from (V-174a) results in   
 
 
 


1


0 2


1 e
x x


x
dN dP P N NE
dt dt T


⎛ ⎞ −
= − + −⎜ ⎟ω τ⎝ ⎠h


1 1


1


2


                                                                     (V-176) 


 
 
 
and a similar equation for N2. Since  0 1/Tω >> , these equations simplify to  
 
 
  
 


2
2
02


2


( ) 2 ( ) ( ) ( ) ( )x x
x


d P t dP t P t K N t E t
T dtdt


+ +ω = Δ x                                                       (V-177) 


 
 


1


0 1


( ) 1 ( ) ( )( )
e


x
x


dN t dP t N t NE t
dt dt


1 1−
= − −


ω τh
                                                              (V-178) 


 
 


2


0 2


( ) 1 ( ) ( )( )
e


x
x


dN t dP t N t NE t
dt dt


2 2−
= −


ω τh
                                                                (V-179) 


 
 
 
where the coupling constant  
 
 


2 2
02 2or


3
K Kω μ ω μ
= =


h h
0                                                                                            (V-180a,b) 


 
 
for fully-oriented or randomly-oriented (see Eq. V-113) atoms, respectively. 
 
These equations completely describe the measurable consequences of the interaction of light with an ensemble of resonant 
atoms: the influence of the field on the (quantum) state of the atoms (Eqs. V-178 and V-179) and the back action of the 
interacting atoms in form of a polarization response (Eq. V-177 or V-180) to be introduced in Maxwell’s equations. Eq. (V-
177) has been termed the Resonant Dipole Equation by A. E. Siegman and served as the basis for a thorough treatment of 
laser physics in his excellent monograph: Lasers (University Science Books, Mill Valley, CA, 1986). 
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Eq. (V-177) reveals that the atom responds to the radiation field resonant with its quantum transition, 
very much like a damped classical electron oscillator  (Fig. V-20).   h/)( 120 EE −=ω≈ω


 
 
 
 
 
 


 
 
 
     Fig. V-20 


As a matter of fact, the polarization 
can be thought of as the result of the 


displacement of the electron cloud 
)(tPx


 
( ) ( )xP t Nex t= −  


 
which with the motion of a classical 
oscillator  
 


0 2 0( ) exp( / )x t x t T i t′= − − ω  
 
of eigenfrequency  
 


2 2
0 0 21/T′ 0ω = ω − ≈ ω  


 
and damping time constant T2 yields a 
solution of Eq. (V-177) in the absence of a 
driving field Ex(t).  
The coupling between the classical 
oscillator and the driving electric field is 
determined by the dipole matrix element μ 
and the population difference ΔN. 
 


 
 
 
Atomic susceptibility  
 
 
In what follows, we shall be concerned with the response of the atomic ensemble 
 
  


1( ) ( ) . .
2


i t
xP t P t e c c− ω= +                                                                                                                  (V-181) 


 
to a (near-)resonant light field 
 
 


1( ) ( ) . .
2


i t
xE t E t e c c− ω= +                                                                                                                 (V-182) 


 
 
where P(t) and E(t) are complex, generally time-dependent amplitudes.  
 
Let us first scrutinize the stationary response of the atomic system for  
 
 


0( )E t E=                                                                                                                                               (V-183) 
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Using the definition (IV-66) of the complex (frequency-dependent) susceptibility χ′′+χ′=χ i , the steady-state solution to 
(V-177) can be written in the form 
 
  


0 0 0 0 0( ) Re( ) ( cos sin )i t
xP t E e E t t− ω ′ ′′= ε χ = ε χ ω + ε χ ω                                          (V-184) 


 
 
where – for randomly-oriented atoms – the atomic susceptibility  (Fig. V-21) is given by 
 
 


 
 
 
 
 


 
Fig. V-21 


 
2


0
0


( ) ( )
3


Ngμ π′′χ ω = Δ ω−ω
ε h


              (V-185) 


 
 


2
0 2


0
0


( )( ) ( )
3


T Ngμ π ω −ω′χ ω = Δ ω−ω
ε h


   


(V-186) 
                                                                     
  and 


  


2
0 2 2


0 2


0
2 2


0 0


1( )
1 ( )


( / 2 )
( / 2) ( )


Tg
T


ω−ω = =
π + ω−ω


Δω π
=


Δω + ω−ω


       


(V-187) 
 
 
normalized Lorentzian lineshape function, with a line width 
(full width at half maximum)  


20 /2 T=ωΔ  
 
and ΔN is the steady-state population difference.   
 


 
 
 
Rederivation of the rate equations  
                                                                                                                                                                                                                                      
In order to determine ΔN  we substitute  
 
 


0
1 1( )
2 2


i t i t
xE t E e E e− ω ∗ ω= + 0                                                                                                              (V-188) 


 
and  
 


 0 0 0 0
1 1( )
2 2


i t i t
xP t E e E e− ω ∗= ε χ + ε χ ω


                                                                                          (V-189) 
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into (V-178) and (V-179) and obtain   
 
 


1
12 1 2


1
( )


edN N NW N N
dt


−
= − − −


τ
1 1                                                                                                      (V-190) 


 
 


 2
12 1 2


2
( )


edN N NW N N
dt


−
= − −


τ
2 2                                                                                                       (V-191) 


 
 
where the transition rate is given by  
 
 


22
0


12 02 ( )
6


E
W g


μπ
= ω


h
−ω                                                                                                          (V-192) 


 
 
Quantum mechanical origin of homogeneous line broadening 
 
 
In (V-190) and (V-191) we recognize the rate equations (V-129a-b) derived previously from solving Schrödinger’s equation 
(perturbatively) for an individual atom. The lineshape )( 0ω−ωg introduced in (V-115) in an ad hoc manner is now given by 
(V-187). Substitution of (V-187) into (V-121) results in the explicit mathematical expression of the transition cross section 
between nondegenerate levels in terms of properties of the individual atoms (dipole matrix element μ) and the ensemble 
(relaxation times τ1, τ2 and T2)  
 
 


2
02


2 2 2 2
0 0 2 0 2


1( )
3 1 ( ) 1 ( )


T
nc T T


σμ ω
σ ω = =


ε + ω−ω + ω−ωh
                                              (V-193) 


 
   
One of the major benefits of the density matrix approach is that it sheds light on the origin of homogeneous line broadening 
and delivers the explicit expression of the transition cross section of a homogeneously-broadened transition.  
 
 
Connection between the atomic susceptibility and transition cross-section 
 
The atomic susceptibility for a transition between nondegenerate levels can now be reexpressed in terms of  by 
comparing (V-185) and (V-186) with (V-193) 


)(ωσ


 
  


( ) ( )nc N′′χ ω = σ ω Δ
ω


                                                                                                                       (V-185’) 


 
 


0 2( ) ( ) ( )nc T′χ ω = ω −ω σ ω Δω N                                                                                            (V-186’) 
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In the steady state the left-hand side and hence the right-hand side of Eqs. (V-190) and (V-191) are zero. Subtracting 
(V-191) from (V-190) leads to   
 
 


 
12 1 21 ( ) 1 / ( )


e e


s


N NN
W
Δ Δ


Δ = =
+ τ + τ + ωI I


                                                                                          (V-194) 


 
 
where  
 
 


1 2
( )


( )( )
ω


ω =
σ ω τ + τ


h
sI                                                                                                                      (V-195) 


 
 
 
is the saturation intensity introduced previously for the limiting case of τ1 → 0 by Eq. (V-143).  
 
 
Nonlinear constitutive law, power broadening 
 
Substitution of Eqs. (V-195) and (V-194) into (V-185’) and (V-186’) yields (exercise)  
 
 
 


0
2


0 2
0


1( )
1 ( )


( )


enc N


T


σ Δ′′χ ω =
ω + + ω−ω


ωs


I
I


                                                                   (V-185’’) 


 
 
 


 0 0 2
2


0 2
0


( )( )
1 ( )


( )


enc N T


T


σ Δ ω −ω′χ ω =
ω + + ω−ω


ωs


I
I


                                                                   (V-186’’) 


 
 
The consequence of saturation implying a decrease of the population difference ΔN with increasing field intensity is that the 
susceptibility becomes field dependent, resulting in a nonlinear constitutive law (V-184). This nonlinearity implies a 
decreasing susceptibility χ and a broadening of the Lorentzian lineshape function with increasing field intensity. The 
broadening with respect to the zero-field bandwidth Δω0 = 2/T2 amounts to 
 
 


sat 0
0


1
( )


Δω =Δω +
ωs


I
I


                                                                                                               (V-196) 


 
 
This phenomenon is called power broadening. 


 - 160 - 







V. Semiclassical theory of light-matter interactions    polarization response of matter: quantum theory of the constitutive law 
 


Range of validity of the atomic susceptibility and the rate-equation approximation 
 
 
The steady-state solution to the density matrix equations allowed us to derive the atomic susceptibility and the rate equations 
for level populations. Now we address the important question: what conditions have to be met in order for the 
susceptibility properly accounts for the atoms’ response to the interacting field and the rate equations properly 
describe population dynamics between atomic levels?   
 
 


 


          Fig. V-22 


To answer this question, we first scrutinize the transient response of the 
atoms to a field oscillating at ω0 that is turned on abruptly at t = 0 
 
                                                                                                                             


0
0


1 . . 02( )
0 0


i t


x
E e c c t


E t
t


− ω⎧ + >⎪= ⎨
⎪ <⎩


                     (V-197) 


 
Solution of (V-177) under the assumption of ΔN  constant in time  
yields the transient response of atomic polarization  
 


02


02


/2
0


0


/
0 0 0


1( ) 1 .
2 2


1( ) 1 . .
2


i tt T
x


i tt T


K NTP t i e E e c c


e E e c c


− ω−


− ω−


.Δ ⎡ ⎤≈ − +⎣ ⎦ω


⎡ ⎤=ε χ ω − +⎣ ⎦


=
 


 
 
in the form of a forced sinusoidal oscillation the amplitude of which  
builds up to a steady-state value with a time constant T2 (Fig. V-22).  


 (V-198) 


 
 
 
From this transient response we may conclude that the envelope of the atomic polarization 


will follow any amplitude or phase variation in the (complex) envelope of the driving 
electric field E according to P


)(tP


0


)]exp()(Re[)( titPtPx ω−=
)(Re[)( tEtx =


)(tE
)]exp( tiω− )()( tEt χε= with a transient time delay that is .  2T≈


 
The quasi-static approximation  


0( ) ( )P t E t= ε χ  
 


of the atomic polarization response and its direct implication: the rate-equation approximation (Eqs. V-190, V-191) are 
therefore valid approximations if  
 


(1) the driving electric field amplitude )(tE is nearly constant over the time scale of T  2
 


2


1 1d E
dt E T


<<                                                                                                       (V-199)  


and 
(2) the population difference )(tNΔ is nearly constant over the time scale of 2T  
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2


1 1d N
dt N T
Δ


<<
Δ


                                                                                                (V-200)  


 
which, by subtraction of (V-191) from (V-190), can be reformulated as  
 


12
2


1W
T


σ
= <<


ωh
I                                                                                               (V-201)  


 
that is, if the bandwidth of the interacting light field is small compared with the atomic linewidth and its 


strength is sufficiently small to ensure  (note that the latter condition also depends on the carrier 
frequency ω   because of . 


0ωΔ


212 /1 TW <<
)(1212 ω=WW


 
 
Is saturation feasible within the range of validity of the rate-equation approach? Only if condition #(2) can be 
reconciled with that of saturation: , i.e. 1)( 2112 >>τ+τW
 
 


1 2


1 1or
T


σ
<< <<


τ τ ωh
I


2


1


2


                                                                                (V-202) 


 
 
This condition for saturation within the rate-equation approximation can be satisfied only if  
 


                                                                                                      (V-203) 1 2or Tτ τ >>
 
is fulfilled, which is the case in virtually all practically useful laser materials: the energy relaxation rates are almost always 
slow as compared to the dephasing rate. 
 
 
 
Large-signal response: Rabi flopping 
 
 
Let us now examine what happens if the interacting field is so strong that (V-201) is violated, that is  
 
 


Iσ ω
>


ωh 2


( ) 1
T


 


 
 
Clearly, this situation can only be accounted for by the original density matrix equations of motion (Eqs. V-177,178,179), 
because one of the conditions for the validity of the rate equations (V-178,179) are not met. 
 
To  shed light on the strong-signal behaviour of resonantly driven atoms at the expense of a minimum of maths, we shall 
make a few simplifying, though in terms of the essence of the underlying physics – not limiting, assumptions. We assume an 
on-resonance applied driving field )]exp()(Re[)( 0titEtEx ω−=


)]exp()(Re[)( 0titiPtPx


 with a real envelope function and write the 


polarization response in the form 


)(tE
ω−= ,  which will ensure  to be a real function, too. 


Substituting these expressions into (V-177) we obtain for the polarization amplitude P    
)(tP


)(t
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2


0
02


2 2


( ) 1 ( )2 ( ) 2 ( ) ( ) ( )d P t dP ti i P t iK
T dt Tdt


ω
− + ω − + = ΔN t E t              (V-204) 


 
 
Which, by using the slowly-varying amplitude approximation in time (see IV-133), and neglecting 1/T2 with respect to ω0, 
simplifies to  
 
 


2 0


( ) 1 ( ) ( ) ( )
2


dP t KP t N t E t
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                                                                     (V-205) 


 
 
We also need an equation for the population difference ΔN, which can be obtained from (V-178) and (V-179). To simplify the 
analysis, we assume the two energy relaxation time constants to be equal  
 


                                                                                                                          (V-206) 1 2 Tτ = τ ≡ 1
 
which, by subtraction of (V-179) from (V-178), leads to  
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                                                   (V-207) 


 
where ΔN0 = ΔNe and we neglected quantities oscillating at 2ω0 because they average out to zero on a time scale longer 
than the optical cycle.  
 
 
We now solve Eqs (V-205) and (V-207) for the simple case of a constant driving signal abruptly turned on at t = 0 with an 
amplitude E0, in which case they become a simple pair of coupled linear first-order differential equations. By substituting one 
of them into the other results in second-order equations for the polarization amplitude and the population difference 
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where 
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is the Rabi frequency, which is proportional to the driving field strength E0 and the dipole matrix element μ. 
 
 


 


 
 
 
 Fig. V-23 


 
Let us now suppose that Rabi frequency is small 
compared to ω0 (so that the slowly-varying amplitude 
approximation remains valid) but large compared to the 
energy and phase relaxation rates 1/T1 and 1/T2 either 
because E0 is extremely high or because the relaxation 
times are very long. Equations (V-208) and (V-209) then 
reduce to 
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which have the elementary solutions  
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and 
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Shown in Fig. V-23 for two different values of E0.  
 


                (V-214)


 
 
 
It is apparent from these solutions, which are valid on a time scale much shorter than T1 and T2, that the atomic behaviour in 
this strong-signal limit is very different from that in the rate-equation limit. Whereas the population difference ΔN never 
changes sign in the rate equation limit but merely its magnitude NΔ gets reduced with respect to its equilibrium value ΔNe 
due to saturation according to (V-194), it oscillates at ωR  between ΔN0  and – ΔN0 in the strong-field limit. At the same time, 
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the induced polarization amplitude, instead of approaching its steady state value 00 EPss χε= , also oscillates with an 
amplitude that is independent of the driving field strength E0.   
 
This oscillatory behaviour of the population difference ΔN  and the polarization amplitude P(t) has been named the Rabi 
flopping behaviour after its inventor and occurs during an initial time interval short compared to either T1 or T2, before they 
are damped with these time constants and approach their steady state value  
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which have been previously also derived from the rate equation analysis. Comparison of (V-215a) with (V-194) and (V-206) 
yields the useful relation 
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Coherent light amplification by stimulated emission 
 
 
The mathematical treatment of stimulated emission on the basis of the rate equation approach [in particular: Eqs. (V-129c) or 
(V-128c)] does not provide answer to the important question whether stimulated emission allows coherent amplification of a 
light wave.  
 
By coherent amplification we mean a process that connects the complex amplitudes of a light wave  
 


( )1( , ) ( ) . .
2


i kz tE z t E z e c c−ω= +  


 
at the input (z = 0) and the output  (z = L) of the gain medium according to  
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ensuring both ( ) ( 0)E z L E z= > = and a constant phase relationship between these amplitudes.   
 
In the rate-equation approach, we had to assume that the photons emitted as a result of stimulated emission have the same 
properties (momentum, energy, polarization) as the photons inducing the downward atomic transition to obtain Eq. V-122b. 


However, even this assumption leads “only” to  relationship out


in


gLF e
F


γ= , which merely implies that                                                                 


2
2


2
( )
( 0)


gLE z L
e


E z
γ=


= =
=


A                                                                                                                              (V-218) 


 
with no information being provided about the phase relationship between the input and output wave. The density matrix 
analysis resolves these shortcomings of the previous modelling in a natural way: it deliverers the polarization response of the 
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atomic medium (constitutive law); introducing the atomic susceptibility into Maxwell’s wave equation allows to determine the 
back-effect of the atomic transitions on the wave inducing these transitions.  
 
 
Connection between the gain coefficient, atomic susceptibility and transition cross section 
 
 
To become more quantitative, let us consider the practically important case of the interacting atoms being imbedded in some 
condensed-phase medium (most frequently by doping atoms into a solid-state host). The overall polarization can then be 
decomposed into a resonant component Ptransition due to the specific atomic transition and a non-resonant component Phost 
arising from the polarizability of the host medium: P  =  Phost + Ptransition, so that the relative permittivity of the laser medium, 
which enters the wave equation (IV-22), becomes  
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where n(ω) is the refractive index of the host medium. The light wave carried at a frequency resonant with the atomic 
transition  
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will then have a wave vector   
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where is the wave vector in the absence of the atomic resonance and we have utilized that )()/( ωω= nck 1<<χ , 
which follows from a concentration of the doping atoms is low as compared with the density of atoms of the host material. 
Substituting (V-221) into (V-220), we find that in the presence of the atomic resonance, the wave propagates according to  
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where  
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and (by making use of V-185’)   
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Equation (V-222) clearly satisfies the requirements of coherent amplification: the resonant atomic polarization causes a 
change of the phase delay per unit length by Δk and – for N2 > N1 ⇒ΔN < 0 – causes the amplitude of the wave to vary 
exponentially with distance according to exp[(γ/2)z]. Hence we may conclude that stimulated emission results in coherent 
amplification of a light wave. This holds true even if the wave amplitude becomes so strong that saturation occurs and thus 
the solution of the wave equation can not be given in the simple closed form represented by Eqs. (V-222), (V-223) and  


Equation (V-222) clearly satisfies the requirements of coherent amplification: the resonant atomic polarization causes a 
change of the phase delay per unit length by Δk and – for N2 > N1 ⇒ΔN < 0 – causes the amplitude of the wave to vary 
exponentially with distance according to exp[(γ/2)z]. Hence we may conclude that stimulated emission results in coherent 
amplification of a light wave. This holds true even if the wave amplitude becomes so strong that saturation occurs and thus 
the solution of the wave equation can not be given in the simple closed form represented by Eqs. (V-222), (V-223) and  
(V-224).   (V-224).   
  
  
  
  
  
  
Coherent amplification by stimulated emission Coherent amplification by stimulated emission 
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                        Fig. V-24 
 
 
 
Saturation of homogeneously- and inhomogeneously-broadened transitions  
 
 
Energy relaxation and dephasing imply that atomic transitions always possess a finite width; the Lorentzian line shape  
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derived from the density matrix analysis has a power-dependent line width 
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and the dephasing time T2  defines the time scale characteristic for the loss of atomic coherence.  As the lineshape defined 
by (V-185’’) is to be assigned to each individual atom with the atoms being indistinguishable, this type of broadening is 
referred to as homogeneous broadening.    
 
Depending on the sign of the equilibrium population difference ΔNe the frequency dependence of either absorption or the 
gain of a laser medium is affected. Here we focus on the effect of line broadening on the behaviour of a laser transition 
during saturation. For a homogeneously broadened laser transition, the gain coefficient is given by  
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and is responsible for the linear output-power-versus-pump-power relationship of a homogeneously-broadened laser, see 
Eqs. (V-149a-c).    
 
In an inhomogeneous atomic system the individual atoms are distinguishable, with each atom having its own transition 
frequency  . The probability of finding and atom with its centre frequency between and , that 


is with in (V-225) is , resulting in an overall inhomogeneously broadened gain coefficient (exercise) 
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If the width of the distribution of transition frequencies is much broader than the homogeneous linewidth (V-196), we 


may pull outside the integral sign in (V-226). Furthermore, making use of the identity 
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we obtain the gain coefficient for a laser transition that is dominantly inhomogeneously broadened (exercise) 
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where  
 


inh
0 1 2( )


ω
=
σ τ + τ


h
s,I                                                                                                                         (V-228b) 


 
 
is the saturation intensity of the inhomogeneous line. Comparison of (V-228) with (V-225) reveals to essential differences: 
 


(1) In contrast with a homogeneously broadened transition the saturation intensity in the inhomogeneous case 
does not depend on the frequency of the interacting radiation. 


 
(2) The inhomogeneous atomic ensemble saturates more “slowly” as indicated by the square root in (V-228a). 


Although the population inversion within a “homogeneous packet” saturates as in (V-225), this saturation is 
partly compensated by the fact that the number of interacting atoms (contributing to the gain at the frequency 
of the incident light  wave) increases due to power broadening (V-196). 


 
(3) Gain saturation in the inhomogeneous system burns a “hole” in the plot of the gain coefficient as a function of 


frequency the width of which is dictated by the power-broadened homogeneous linewidth given by (V-196), 
whereas saturation of the homogeneous line does not affect the gain profile, merely reduces its magnitude. 
Fig. V-25 compares the spectral profile of saturated gain, )(ωγ , with that of unsaturated gain, )(0 ωγ , as 
“seen” by a weak probing signal of frequency 'ω , for a homogeneously-broadened (a) and inhomogeneously-
broadened (b) transition, both saturated with a strong signal at ω .  
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Fig. V-25 
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VI. Quantum optics 
 
Quantization of the electromagnetic field  
 
 
Historically it was found that any attempt of a classical description of the motion electrons in atoms failed. Only quantum 
mechanics succeeded in describing phenomena as atomic spectra, electron diffraction, electrical conduction in crystals and – 
of central importance for photonics – the interaction of light with matter, including the operation of lasers. In quantum 
mechanics operators replace the familiar variables of classical theory and the state of the system is replaced by state 
vectors. This general procedure is not limited to any particular system, but – according to our current insight – must be 
applied to all classical variables to provide the most correct and most accurate description of nature among all currently 
available physical theories. According to this general procedure all observable quantities of physics including field variables 
describing wave phenomena must be accounted for by operators in the same way as we replaced coordinates, momenta or 
the energy of a mechanical system by operators in the previous chapter.  
 
The quantization of fields, that is the description of field variables by operators leads to quantum field theory, which in case of 
electromagnetic fields is referred to as quantum electrodynamics. The application of the laws of quantum electrodynamics to 
optical fields and their interaction with matter has been termed quantum optics. Beyond the consistent extension of the 
laws of quantum physics from mechanical systems to field variables (last sentence of the previous paragraph) 
quantum optics does not require any new postulates.  
 
Field quantization is also enforced by experimental evidence. The spectrum of blackbody radiation, the temporal evolution of 
spontaneous emission as well as the noise characteristics of laser radiation could only be explained in the framework of 
quantum optics.  
 
 
Quantum theory of the harmonic oscillator 
 
The modes of electromagnetic radiation in waveguides as well as in free space can be treated as harmonic oscillators, 
therefore we address the quantum mechanical description of a harmonic mechanical oscillator before proceeding to field 
quantization. 
 
The simplest harmonic oscillator is a mass attached to a spring, which provides a restoring force Kx proportional to the 
displacement x of the mass from its equilibrium position (Fig. VI-1). 
 
 


 
 
Fig. VI-1 
 
 
The Hamiltonian of this mechanical harmonic oscillator is given by  
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which – with Hamilton’s equations of motion (V-1) and (V-2) – leads to the Newton equation for the classical oscillator 
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= −Kx                                                                                                                                        (VI-2) 


 
with the well-known solution 
 
 


sin( )x A t= ω +ϕ                                                                                                                                (VI-3) 
 
 
where A is the amplitude, φ is the phase and  
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is the (angular) frequency of the oscillation. Expressing K in terms of m and ω, we can rewrite the Hamiltonian of the 
harmonic oscillator as 
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The usual way of describing the harmonic oscillator quantum mechanically is to use the Schrödinger representation: replace 
p by  xi ∂∂− /h in (VI-5) and for obtaining the energy eigenvalues of the oscillator solve  
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Second quantization, creation and annihilation operators 
 
 
The solution of (VI-6) yields not only the energy eigenvalues but also the eigenfunctions ψ in terms of Hermite-Gaussian 
polynomials. However, we can also treat the harmonic oscillator in a more abstract way without the use of any particular 
quantum mechanical representation. The following treatment is borrowed from Dirac.1 First, we introduce the new operators  
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1 P. A. M. Dirac, The Principles of Quantum Mechanics, 4th ed. Oxford, 1957. 
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The operator is the Hermitian adjoint to a , since by definition p  and †â ˆ ˆ x̂ are Hermitian operators. The coefficients 
occurring in Eqs. (VI-7) have been chosen to simplify certain relations which follow. 
 
The commutation relation of  and    â †â
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                                                                                          (VI-8) 


 
follows (exercise) from that of  and p̂ x̂ given by (V-46) and will be intensively used in the following treatment. Inverting 
Eqs. (VI-7) yields 
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and substituting into (VI-5) leads to  
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and (VI-8) implies that  
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The expression of the Hamiltonian in terms of and a is often referred to as second quantization in textbooks.  †â ˆ
To obtain the energy eigenvalues and eigenvectors of the harmonic oscillator we start out from a particular energy 
eigenvector E′  and eigenvalue E’, apply the commutator of a  and H to this eigenvector and utilize (VI-11a) and ˆ ˆ


EEEH ′′=′ˆ  to obtain (exercise) 
 
 


( ) ( ) (ˆ ˆH a E E a E′ ′= − ωh )′                                                                                                          (VI-12) 


 
 
If E′  is an eigenvector of H  with an eigenvalue E’ then ˆ EaE ′=′′ ˆ  is also an eigenvector with an eigenvalue 


ω−′=′′ hEE . By repeated operation with a  on ˆ E′ , we find that Ean ′ˆ   is an eigenvector of with the eigenvalue Ĥ
ω−′ hnE . For a sufficiently large value of n, the eigenvalue appears to become negative. But are negative eigenvalues 
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possible? To answer this question, let us calculate the expectation value of energy in the energy eigenstate E′  by using 
(VI-10)  
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                                 (VI-13)


 
 
It follows from the definition of the scalar product (V-28) that the scalar product of a state vector ψ  with itself cannot be 


negative. Indeed, by expressing the identity operator (V-42) in terms of the complete orthonormal set na  as  


∑=
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nn aaÎ the scalar product can be reexpressed as  
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As a consequence, the eigenvalues of the Hamiltonian of the harmonic oscillator can not be negative.  
Hence the reduction of the eigenvalue upon the application of a  to ˆ E′  must be terminated. This is only possible if there 
exists one eigenvector with the property 
 


0ˆ 0a E =                                                                                                                                            (VI-15) 
 
Because (VI-15) implies that we can generate no further eigenvectors (with even lower energy) by applying  since â


0ˆ 0 =Ean . The eigenvalue of this lowest-energy state, that is the ground state of the harmonic oscillator can be obtained 


from (VI-13) by taking  0' EE = , E  and, as a consequence of (VI-15), 0E=′ 0=′′E . The result is  
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The effect of applying to †â E′  can be derived by using the procedure that leads to (VI-12)   
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that is EaE ′=′′′ †ˆ  is also an eigenvector with an eigenvalue ω+′=′′′ hEE . By repeated operation with a  on ˆ


E′ , we find that Ean ′ˆ   is an eigenvector of with the eigenvalue Ĥ ω+′ hnE . Starting out from the ground state 


0E we can thus generate new eigenvectors  
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with eigenvalues 
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1( )
2nE n= ω +h                                                                                                                                              (VI-19) 


 
Are these all possible eigenvalues and –vectors, or are there others? Repeated application of a  to any arbitrary ˆ E′ must 


lead us to 0E  otherwise we would end up with negative eigenvalues. The eigenvalue of  0E  must be ½  according 
to (VI-13). No matter which eigenvector we start out from, we always end up with the same set of eigenvalues, given by (VI-
19). Consequently, these eigenvalues must be unique. May there be different vectors 


ωh


0E obeying (VI-15)? If yes, we 


would have the case of degeneracy since all these eigenvectors must possess the eigenvalue ½ . In the ground state 
and hence all other energy eigenstates would be degenerate, there would have to be other operators commuting with, but 
independent of H  whose eigenvalues would suit for labelling the set of degenerate eigenvectors uniquely (as in the case of 
the electron moving in the Coulomb potential of the proton in the hydrogen atom the eigenvalues of the angular momentum 
operator are used to label the degenerate eigenstates of identical energy). In the lack of such an operator in the case of the 
current problem we conclude that the energy eigenvectors (VI-18 ) and eigenvalues (VI-19) are unique.  


ωh


ˆ


 
 


 
 
Fig. VI-2 


Eq. (VI-19) reveals that the minimum energy of the harmonic 
oscillator, reached in its ground state 0E , is ½ , and can 


only be increased in discrete steps, by the energy quantum 


ωh
ωh  


or its integer multiple (Fig. VI-2). The operator a  is called a 
destruction or annihilation operator since it destroys one 
quantum of energy. Its Hermitian conjugate, is called a 
creation operator since it creates a quantum of energy. 


ˆ


†â


 
At the oscillation frequencies of mechanical oscillators  is 
hardly measurable, hence the mechanical oscillators can – for all 
practical purposes – be well described by classical physics. 
However, at optical frequencies 


ωh


ωh  exceeds the work function 
of specific solids so that the energy quantum, referred to as a 
photon,  becomes easily detectable by utilizing the photoeffect, 
as we shall see later.   


 
Are the eigenvectors (VI-18) orthogonal? To answer this question, we calculate the scalar product of to different eigenvectors 
defined by (VI-18). By making use of the identity 
 
 


† † † 1 m † m-1 † m-1 † n-1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )n n n n na a a a n a a a a a a na a−= + ⇒ = +           (VI-20a,b) 
 
which can be derived by repeated application of the commutation relation (VI-8) (exercise), we find 
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By repeated application of this rule we obtain  
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(VI-22) 
 
 
where we assumed that the ground state 0E  is normalized, 100 =EE . From (VI-22) we may conclude that the 
energy eigenstates (VI-18) are indeed orthogonal as expected for the eigenstates of a Hermitian operator and with the 
normalization  
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form a complete orthonormal set, which we will use throughout the rest of this chapter.  
 
 
Number operator, number states 
 
 
With the help of (VI-20a) we find 
 
 


 1ˆ na E n E −= n                                                                                                                            (VI-24) 
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1ˆ 1na E n E += + n                                                                                                                      (VI-25) 


 
 
from which it immediately follows that  
 
 


 
†ˆ ˆ na a E n E= n                                                                                                                               (VI-26) 


 
 
that is the operator   counts the number of energy quanta in the energy eigenstates and is therefore aa ˆˆ†


referred to as the number operator . Because the energy of the system in state nE  consists of n quanta, this state is 
also referred to as a number state.  
 
 
The matrix elements of the creation and destruction operators in the nE  representation can be written down immediately 


from (VI-24) and (VI-25) (and utilizing the orthonormality of nE ) 
 


,ˆmn m n m na E a E n −= = 1δ                                                                                                              (VI-27a) 
 
and  
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†a †
, 1ˆ 1mn m n m nE a E n += = + δ                                                                                                  (VI-27b) 


 
Furthermore, the matrix representation of the momentum and position operators read as 
 
 


( ), 1 , 1ˆ 1
2mn m n m n m n


mp E p E i n n+ −
ω


= = + δ − δ
h


                                       (VI-28) 


 
and  
 


( ), 1 , 1ˆ 1
2mn m n m n m nx E x E n n
m + −= = + δ + δ
ω
h


                     (VI-29) 


 
 


ncertainty products 


he operators of the momentum and position do not commute, hence these quantities can not be measured simultaneously 
ccurately. The uncertainty product ΔpΔx for the energy eigenstates of the harmonic oscillator can be calculated by using 


 
U
 
 
T
a
(exercise) 
 
 


( )22 ˆ( ) (2 1)
2n n


mp E p p E nω
Δ = − = +


h
                                                   (VI-30) 


 
and  


( )22 ˆ( ) (2 1)
2n nE x x E n
m


= − = +xΔ
ω
h


                                                                  (VI-31) 


 
 


here we utilized that – as a consequence of (VI-28) and (VI-29) – the expectation values  0ˆ == nn EpEpw and 


0ˆ == nn ExEx . This leads to the uncertainty product 
 


1( )
2


p x n= +h                                                                                                                                     (VI-32) 


 
According to the Heisenberg uncertainty principle 


Δ Δ


 


 
1
2


p x ≥ h                                                                                                                                           (VI-33) 


 
e see that the uncertainty product in the ground state of the harmonic oscillator reaches the smallest possible value 
lowed by Heisenberg’s uncertainty principle. The message (VI-32) conveys is that even in its state of lowest energy the 


Δ Δ
 


W
al
particle does not come to rest, which would imply Δp = 0 and Δx = 0. Instead, it oscillates with a residual energy ½ ωh
around the mean values 


 
0=p and 0=x .  
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The above treatment shows the power of the abstract Dirac formulation of quantum mechanics. Without 
the use of any particular re rese tation of the Hilbert space of the abstract state vectors, we have been able to derive all 
results relevant for physic


p n
al measurements by merely using the respective operators of the physical measurables and their 


mmutation relations. We have now developed the formalism required for quantum optics. 


et us confine a plane optical wave propagating in the z direction between two plane x-y surfaces of perfect conductivity. 
uch a plane-wave resonator, strictly speaking, would have to be bounded by two plane-parallel mirrors of infinite cross 


gth is many orders of magnitude smaller 
an a reasonable-sized mirror (say radius r ≈ 1 cm). Deviation of the enclosed resonator beam from a plane wave can be 


-


 


co
 
 
 
The quantization of the radiation field in a resonator, definition of the photon 
 
L
S
section. This is, of course, not feasible. However, at optical frequencies, the wavelen
th
quantified by the divergence angle r/λ≈θ , which for visible light (λ ≈ 0.5 μm) amounts to θ ≈ 50 microradians (Fig. VI
3). Over a propagation length of L ≈ 1 m this causes an increase of the beam radius by merely 0.5%. Hence the eigenmodes 
of such a plane-mirror resonator can be well approximated by plane waves of appropriate frequencies (eigenfrequencies of 
the resonator) thanks to the short wavelength of optical radiation. For quantization purposes, the plane-wave approximation
is also applicable to stable, Gaussia sonators, as long as the radial variation of the field is negligible within one 
wavelength: 


n-beam re
λ<<∂∂ /1/00 rF , which implies that the longitudinal field components are negligible in Eqs. (IV-42) and  


(IV-43).  
 
 


 
Fig. VI-3 
 
Since the electric field must fulfil ),( trE 0),(),0( ==== tLztz EE , the fields inside this plane-wave resonator of 


LA with its axis aligned along the z direction can be expanded as  volume V=
 
 


, ,
1


, 0
( , ) ( ) ( )t p t zσ σ= − ∑E r El l                                 


σ εl
                                                            (VI-34) 


                    
             


0 , ,
,


( , ) ( ) ( )t q tσ σ
σ


= μ ω∑B r Bl l l
l


z                                                                                           (VI-35) 


 
 
where the (standing-wave) field distributions of the  resonator mode with its electric field polarized along eσ are given by  l th
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, ,
2 2( ) sin ; ( ) coszz k z z
V Vσ σ σ σ= =E e B e el l l k z× l                      (VI-36) 


nd 


 


 
a
 


2 ; ,k x y
L
π


= σ =l l                                                                                                       


ith being a positive integer and eσ denoting the unit vector pointing along the σ direction. Here is the 


magnetic permeability of vacuum an


                      (VI-37) 


 
 


 l  2
00 /1 cε=μw


00/ με=ω ll k .  The modes are orthogonal, that is – after proper normalizationd  – 


     


,γ


                                                                                                                                                  (VI-38) 


,γδ


 
 (VI-35 nto the 


 


obey  
  
 


 
3


V
d r⋅ = δ δ∫ E El l  


           


, , ,m mσ γ σ


3
, , ,m m


V
d rσ γ σ⋅ = δBl l  ∫ B


 


Eqs. (VI-34)-(VI-37) represent the normal mode expansion of the resonator. Substituting (VI-34) and ) i first and 
second Maxwell’s equations, (IV-1) and (IV-2), we obtain (exercise)   


,
,


dq
p


dt
σ


σ =
l


l                                                                                                                                        (VI-39) 


 


2 ,
,


dp
 q


dt
σ


σω = − l
l l                                                                                                                             (VI-40) 


 
 


hich implies  
 
w


2
2,


,2 0
d q


q
dt


σ
σ+ω =l


l l                                                                                                                           (VI-41) 


tifies  as the oscillation frequency of the  mode.  
 


 


 
q. (VI-41) iden lω l thE


The total electromagnetic energy stored in the cavity   
 


2 2 31 1H d r
⎛ ⎞


= ε +⎜ ⎟∫ E B                             0field                                                                         (VI-42) 
02 V μ⎝ ⎠
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which is equivalent to the Hamiltonian of the system, can be expressed in terms of the dynamical variables and 


by substituting (VI-34) and (VI-35) into (VI-42
 
 


)(, tp σl


)(, tq σl ) and using (VI-38) 


  


( )
,


2 2 2
, ,2fieldH p q


σ


σ σ= +ω∑
l


l l l                                                                                                  (VI-43
1


           ) 


Comparison of (VI-42) with (VI-5) reveals that the electromagnetic field in the resonator behaves mathematically like an 
ensemble of independent harmonic oscillators.
conjugate momentum and position variables, which can be verified by deriving from Hamilton’s equations of motion  


 
 


 The dynamical variables  )(, tp σl and )(, tq σl constitute the canonically 


 
 


2
, , , ,


, ,
;H Hq p p q


p qσ σ σ σ
σ σ


∂ ∂
= = =− = −ω
∂ ∂l l l


l l


& &                                              (VI-4l l       4) 


The same equations which we previously obtained from Maxwell’s equations for and . 
We can thus proceed with the quantization precisely in the same manner as we did i
defining the creation and annihilation operators  


 
 


)(, tp σl )(, tq σl


n the case of the harmonic oscillator, by 


 
 


( )† 1ˆ ˆ ˆa q i p= ω −                                                                                                        (VI-45) , , ,
2


σ σ σ
ω


l l l l


lh
 
 


(, ,
1ˆ ˆ


2
a qσ σ= ω +


ω
l l l


lh
),ˆi p σl


with the commutator relations  
 


m γδ δl                   (VI-47) 


verting (V-45) and (VI-46) yields  
 


                                                                                                       (VI-46) 


 
 


† † †
, , , , , , , ,ˆ ˆ ˆ ˆ ˆ ˆ[ , ] 0 ; [ , ] 0 ; [ , ]m m ma a a a a aσ γ σ γ σ γ σ= = =l l l


 
 
 
In


( )†
, ,ˆ ˆ


2 ,ˆp i a aσ σ σ
ω


= −l
l l l


h
                                                                                                                (VI-48) 


 
nd  a
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( )†
, , ,ˆ ˆ


2
a aσ σ σ= +


ωl l l
l


h
                                                                                                                  (VI-49) 


 
 
The operators of the electric and magnetic fields of the resonator in the plane-wave approximation can now be obtained by 


bstituting (VI-48) and (VI-49) into (VI-34),(VI-35)    


q̂


su
 
 


( )†
, ,


0,


ˆ ˆ ˆ sini a a
Vσ σ σ


σ
k z= − −


ε∑ e l
l l l


l


                                                                             (VI-50) 


 
 


ωhE


( )†
, ,


0,


ˆ ˆ ˆ( ) cosz k a a
Vσ σ


σ


= × +
ε ω∑ k zσe e l l l l


ll


h
                                                       (VI-51) 


 
 
The summation must be extended to the transverse mode indices if more than one transverse mode is oscillating. The 


amilton operator of the field stored in the cavity can also be expressed in terms o  and  by substituting (VI-48) and 


B


H f â †â
(VI-49) into (VI-43)  
 
 


†
field , ,


,


1ˆ ˆ ˆ
2


H a aσ σ
σ


⎛ ⎞= ω +⎜ ⎟
⎝ ⎠


∑ l l l
l


h                                                                                                        (VI-52) 


 
 
If the resonator also contains an atomic system (e.g. gain medium in a laser) interacting with the modes of the resonator, the 


tal Hamiltonian of the system can be written as 


ˆ                                                                             (VI-53) 


 
he state vector of the atom-field system can be expanded in terms of the eigenstates of  :    


to
 
 
ˆ ˆ ˆ ˆH H= + = +total field electron field 0 intĤ H+H H


 


T total int field 0
ˆ ˆ ˆ ˆH H H H− = +


 


,
jm jm


j m
cΦ = φ∑         ;           1 2 3, , ,....., ,.....jm in n n n uφ = m                                (VI-54) 


 
 
where, the index i comprises all mode indices (including the longitudinal mode index the transverse mode indices if apply 
nd the polarization index σ), the index j comprises the photon numbers in all mode


l , 
s and mua is the mth eigenstate of the 


Hamiltonian of the atom in the absence of fields, 0Ĥ . Application of the field and (unperturbed) atomic Hamiltonian to this 
state vector results in  
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field
1ˆ
2jm i i


i
H n


⎧ ⎫⎛ ⎞φ = ω + φ⎨ ⎬⎜ ⎟
⎝ ⎠⎩ ⎭


∑h jm         ;      0
ˆ


jm m jmH Eφ = φ               (VI-55) 


 
 
indicating that the field energy stored in the ith mode of the resonator is equal to )2/1( +ω ii nh , i.e. to the zero-field 
energy plus an integer multiple of the elementary excitation of this resonator mode, which has been referred to as a photon. 
The Hamiltonian (VI-53) together with (V-66), (V-67), and (V-68) provides a full quantum description of light-matter interaction 
in an optical resonator.  
 
 
 
Travelling-wave quantization 
 
Radiation may interact with matter outside a resonator. In this case, the field can not be expressed in terms harmonic 
oscillators and the previous approach does not work. Rather, we expand the electromagnetic field in terms of plane waves, 
which mathematically constitutes a 3-dimensional Fourier expansion (similar to the 2D expansion used in Fourier optics, see. 
Chapter III). As it is more convenient to handle series rather than integral representations, we introduce the so-called box 
normalization. In this concept, space is limited to an arbitrary but usually large volume surrounding the region of interest, for 
example an atomic system and we assume that the field outside is a periodic repetition of the field inside the volume. The 
use of a square box with sides of equal length   
 
 
0 ; 0 ; 0x L y L z≤ ≤ ≤ ≤ ≤ ≤ L                                                                                     (VI-56) 
 
 
makes it easy to impose this periodic boundary condition. The procedure outlined above is the prescription of a three 
dimensional Fourier series expansion.  
 
Following this procedure we can expand the vector potential A(r,t) into a Fourier series, the components of which are 
solution of  
 


∇2 
2


2 2
1( , ) ( , ) 0r t r t


c t
∂


−
∂


A A =                                                                                                        (VI-57) 


 
 
and can be formally regarded as harmonic oscillators of discrete eigenfrequencies, which are defined  by the periodic 
boundary conditions.  Eq. (VI-58) is obtained here by using the Coulomb gauge  
 
∇                                                                                                                                             (VI-58) 0),( =trA
 
and assuming a time independent scalar potential 
 


0φ =                                                                                                                                                    (VI-59) 
 
Under these circumstances (IV-24b) simplifies to (VI-57) in the absence of free currents and we have 
 


 B=∇ ;
t
∂


× = −
∂


A E A                                                                                            (VI-60) 


 
implying transverse radiation fields (an assumption also implicit in our procedure for resonator mode quantization).  The 
quantization of general the electromagnetic fields (i.e. those having field components pointing along the wave vector, termed 
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longitudinal field components) should be done in the Lorentz gauge, which is a rather complicated procedure treated in a few 
books on quantum electrodynamics2.  
For most problems in quantum optics, it is a good approximation to quantize only the transverse field components obeying 
(VI-58) and (VI-60) and treat the time-independent scalar potential and its resultant electric field (such as that binding 
electrons to the nucleus) as a classical, unquantized field incorporated in  of (VI-53).  Quantization of the total field 
makes this force appear as a result of an exchange of virtual “longitudinal” photons between these particles and gives rise to 
small (but well measurable) effects such as e.g. the Lamb shift, which can not be described by our simplified treatment.  


0Ĥ


 
The formal analogy of the terms of the Fourier-series expansion of A(r,t) to the description of harmonic oscillators allows 
again the introduction of the creation and annihilation operators, in terms of which the operator of the vector potential of a 
transverse radiation field can be expanded as3     
 
 


( †
, ,


0,


ˆ ˆ ˆ
2


i


kk
a e a e


V
−


σ σ
σ


=
ε ω∑ kr kr


k kA e h ),
i


σ+ k                                                                 (VI-61) 


where 
 


( ) ; ;x x y y z z k
2 n n n c
L
π


= + + ω = σk e e e k 1,2=                                           (VI-62) 


 
with nx, ny and nz being integers. The Hamiltonian takes the usual form  
 


 
†
, ,


,


1ˆ ˆ ˆ
2kH a aσ σ


σ


⎛ ⎞= ω +⎜
⎝ ⎠


∑ k k
k
h ⎟                                                                                                          (VI-63) 


 
The creation and annihilation operators commute according to (VI-45). From Eq. (VI-61) we can derive the electric field and 
magnetic field operators by using (VI-60): 
 
 


†
, ,


,
0,


ˆ ˆˆ ˆ
2


i r i r


k


da da
e


t V dt dt
σ σ−


σ
σ


⎛ ⎞∂
= − = − +⎜ ⎟⎜ ⎟∂ ε ω ⎝ ⎠


∑ k kk k
k


k
E A e h e                         (VI-64) 


 


=B̂ ∇ ( )†
, ,


0,


ˆ ˆ ˆ
2


i


k
i a e


V
−


σ σ
σ


× = − × −
ε ω∑ kr kr


k k
k


A k e h
,


ia eσk                                (VI-65) 


 
 
The temporal derivatives of the creation and annihilation operators can be calculated by applying the   operator equation of 
motion (V-45) and using the commutator relations (VI-11) (exercise) 
 


†
, †


,
ˆ 1 ˆˆ[ , ] k


da
a H i a


dt i
σ


σ= = ωk
k


h
†
,ˆ σk


                                                


                                                                                                    (VI-66) 


 


 
2 A. I. Akhiezer and V. B. Berestetskii, Quantum Electrodynamics (Interscience Publishers, 1965) 
W. Heitler, The Quantum Theory of Radiation 3rd Ed. (Oxford, 1957)  
3 D. Marcuse, Principles of Quantum Electronics, Academic Press, Inc., 1980 
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,
, ,


ˆ 1 ˆˆ ˆ[ , ] k
da


a H i a
dt i


σ
σ σ= = − ωk


k k
h


 


 
The substitution of these expressions into (VI-64) yields 
 
 


 ( †
, , ,


0


ˆ ˆ ˆ
2


iki a e
V


−
σ σ


ω
= − −


ε∑ kr kr
k k kE e h )ia eσ                                                                (VI-67) 


 
Equations (VI-65) and (VI-67) specify the field operators in the Schrödinger picture, where the state vectors evolve and the 
operators are “frozen” in time. In quantum optics, it is often more convenient to work in the Heisenberg picture, where the 
state vectors are independent of time, but the operators evolve according to (VI-66). Eqs. (VI-66) can be readily integrated to 
yield in the Heisenberg picture 
 


, ,ˆ ˆ( ) ki ta t a e− ω
σ σ=k k                                                                                                                                                            


                                                                                                                                                                           (VI-68) 
† †
, ,ˆ ˆ( ) ki ta t a e ω
σ σ=k k   


 
Substitution of these time dependent operators into (VI-64) and (VI-65) leads to the field operators in the Heisenberg picture 
 
 


 
( ) ( )† 2


, , ,
0,


1 2ˆ ˆ ˆ( )
2


k ki t i tkt a e a e
V


2
π π− −ω + −ω +


σ σ σ
σ


⎛ ⎞ω
= +⎜ ⎟


⎜ ⎟ε ⎝ ⎠
∑


kr kr
k k k


k
E e h


                         (VI-69) 


 
 


π π
− −ω + −ω +


σ σσ
σ


⎛ ⎞
= × +⎜ ⎟


⎜ ⎟ε ω ⎝ ⎠
∑ h ( ) († 2 2


, ,,
0,


1 2ˆ ˆ ˆ( )
2


k ki t i t


k
t a e a


V
kr kr


k kk
k


B k e
)


e


0) 


pontaneous atomic transitions 


 transition rate of 


henomenologically. With the field quantized, the rate of spontaneous emission can now be readily calculated.  


Let u n σ red in an excited state 


              (VI-


7
 
 
 
S
 
 
In the framework of the semiclassical theory of light-matter interactions we have been able to calculate the
atomic transitions induced by the field. However the rate of spontaneous transitions had to be introduced 
p
 


s assume that a plane wave propagating along k with a polarizatio  interacts with atoms prepa


2u  with energy E2 resonantly to induce a transition to a lower state 1u  with energy E1 such that 


.  


 


kE ω≈ω=− hh 012E
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 Un 


 
                         Fig. VI-4 
 
As Fermi’s golden rule for the transition rate 
 


2
initial final fi final initial( )


2
W H E→


π ′= δ −
h


E                                                                                          (VI-71) 


 
dictates energy conservation, the mode (k,σ) must gain a quantum upon the atomic transition, i.e. the initial and final states 
of the field-atom system are, as depicted in Fig. (VI-4):  
 
 


, 2 , 1;i fn u n uσ σφ = φ = +k k 1 2) 


he transition rate is driven by the interaction Hamiltonian, which can be written as   


                                                                                       (VI-7


 
 
T
 
 


 
†


int
1 1ˆ ˆ ˆ( )
2 2


k ki t i tH H e H e− ω ω′ ′= +                                                                                                          (VI-73) 


 


 in Fermi’s golden rule stands for the matrix element of 
 


Ĥ ′ or †ˆ( )H ′fi′H for and upward or downward transition, respectively 
(as en


r                                                                                                                                    (VI-74) 


 it is apparent from Eq. V-102 in the derivation of the gold  rule). The interaction Hamiltonian describing the interaction 
between the (k,σ) mode of the field and the atoms 
 


 


int ,
ˆ ˆ ( , )tσ= − ⋅kE rH e
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ubstituting (VI-69) into (VI-74) and comparing the latter with (VI-73) yields in the electric dipole approximation [kr ≈0 in 
I-69)]  


S
(V
 
 


† †
, ,


0


2ˆ ˆ( ) kH i e a
V σ σ
ω′ = ⋅


ε k ke rh
                                                                                                        (VI-75) 


 
hich yields the transition matrix element relevant for downward transition   


 


w
 
 


† †
fi , 1 , 2


ˆ ˆ( ) 1, ( ) ,f iH H n u H n uσ σ′ ′ ′= φ φ = + =k k  


, ,
0


2 1ki n
V σ σ
ω


= +
ε k ke μh


⋅                                              (VI-76) 


 
 


here 21 ueu r=μw is the electric dipole matrix element, see Eq. (V-111), and we utilized   


†
, , 1n nσ σ+ = +k k , which follows from Eq. (VI-25). With (VI-76) the transitio, ,ˆ1 a nσ σk k n rate induced by one mode 


of the radiation field is given by 
 


 


2
downward/mode , , 1 2


0


induced/mode spont/mode


( 1) ( )k
kW n E E


V
W W


σ σ
πω


= + ⋅ δ − + ω =
ε


= +


k ke μ h
                   (VI-77) 


 
 


here w
 


2 ,
induced/mode , 1 2


0
( )k


k
n


W E E
V
σ


σ
πω


= ⋅ δ − + ω
ε


k
ke μ h                                                      (VI-78) 


 
 


2
spont/mode , 1 2


0
( )k


kW E E
V σ


πω
= ⋅ δ − + ω
ε ke μ h                                                                    (VI-79) 


 
 
re the transition rate induced by the field and the spontaneous transition rate, respectively. It can be readily shown by the 
me approach (exercise) that for an upward transition the spontaneous transition rate is zero, that is there is no 


l 


g the replacements    ;  


a
sa
spontaneous upward transition.   
 
The induced transition rate obtained in (VI-78) can be shown to be equivalent to (V-116) derived within the semiclassica


2
000 nr ε=εε→ε


c
Fn


V
n


→σ,k  and 22
, 3


1)( μ→⋅σ μektheory by makin with the latter 


implied by ensemble averaging for randomly oriented atoms (exercise).  
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The spontaneous emission rate can be calculated by summing (VI-79) over all modes of the field4   


 


2 3 nμ ω0
spon 3W =


π ε
                                                                                                                


03 c h
                       (VI-80) 


Summing this for all possible downward transitions from an arbitrary initial eigenstate  


 
 


k 0
 this particular state  


Ĥ  u of the atomic Hamiltonian 
yields the radiative lifetime of
 
 


1


spon, k m
0


r
mk


W →
=


=
τ


∑                                                                                                                                 (VI-81
1 k−


) 


which has been introduced phenomenologically in the rate-equation modelling of light-matter interactions. 


                                                


 
 


 
4 The derivation can be found e.g. in A. Yariv, Quantum Electronics, 3d Edition, Wiley & Sons, 1989, p. 166.   
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Quantum states of the electromagnetic field 
 
 
 
Single-mode approximation 
 
 
In this chapter we shall address some implications of the quantization of the electromagnetic field by confining the discussion 
to a single mode (k,σ) of the radiation field. The selected mode is assumed to propagate along the z axis with electric and 
magnetic fields polarized along the x and y axes, respectively  
 
 


( , ) † ( , )


0


2 1 1ˆ ˆ ˆ( , )
2 2


i z t i z tE z t a e a e
V


ϕ − ϕω ⎛ ⎞= +⎜ε ⎝ ⎠
h


⎟                                                                         (VI-82) 


 
 


( , ) † ( , )


0


2 1 1ˆ ˆ ˆ( , )
2 2


i z t i z tB z t a e a e
V


ϕ − ϕ⎛ ⎞= +⎜ε ω ⎝ ⎠
h


⎟                                                                      (VI-83) 


 
 
with the phase angle  
 


( , )
2


z t kz t π
ϕ = −ω +                                                                                                                          (VI-84) 


 
Here the mode indices have been dropped from the creation and destruction operators for simplicity. They satisfy the 
commutation rules 
 


†ˆ[ , ] 1a a =                                                                                                                                                       (VI-85a) 
  


field
ˆˆ[ , ]a H a= ωh ˆ


†ˆ


                                                                                                                                              (VI-85b) 
 


†
field


ˆˆ[ , ]a H a= − ωh                                                                                                                                        (VI-85c) 
 
and their operation on the photon-number state n results in  
 


ˆ 1a n n n= −                                                                                                                                           (VI-86a) 
  


†ˆ 1a n n n= + +1                                                                                                                                 (VI-86b) 
 


†ˆ ˆa a n n n=                                                                                                                                               (VI-86c) 
 
From (VI-86b) follows that the number state n can be generated from 0 by the operator 
 


†ˆ ˆ ˆ( ) 0 ; ( ) ( ) /nN n n N n a n= = !                                                                                               (VI-86d) 
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which is referred to as the number-state creation operator. We can introduce the quadrature operators  
 


† †1 1ˆ ˆˆ ˆ ˆ ˆ ˆ( ) ; ( )
2 2 2


iX a a q Y a aω
= + = = − = ˆ


2
p


ωh h
                                                 (VI-87a,b) 


 
which obey the commutator relation 
 


ˆ ˆ[ , ]
2
iX Y =                                                                                                                                                     (VI-88) 


  
and, with the inverse relations  
 


†ˆ ˆ ˆˆ ˆ;a X iY a X iY= + = − ˆ                                                                                                                      (VI-89a,b) 
 
lead to  
 


†1 1ˆ ˆˆ ˆ ˆ( , ) cos sin
2 2


i iE z t ae a e X Yϕ − ϕ= + = ϕ− ϕ                                                              (VI-90) 


 
if the electric field is measured in units of V0/2 εωh . 
 
 
Photon-number states 
 
The photon-number states are the basic states of the quantum theory of light. They form a complete set for the quantum 
states of a single mode: They are the basis for Planck’s black-body distribution but not easy to generate experimentally. 
Breakthrough experiments were performed by Herbert Walther and co at MPQ over the past decade.  
 
Since  
 


† 21ˆ ˆ 2ˆ ˆ( ) ( )
2


H a a X Y= ω + = ω +h h                                                                                               (VI-91) 


 
the number state has the quadrature-operator eigenvalue property  
 


2 2 1ˆ ˆ( ) ( )
2


X Y n n n+ = +                                                                                                                (VI-92) 


 
The quadrature operator expectation values and their variance are (exercise) 
 
 


ˆ ˆ 0n X n n Y n= =                                                                                                                      (VI-93) 
 
 
and 
 


22 2 21 1 1 1ˆ ˆ( ) ; ( )
2 2 2 2


X X X n Y n⎛ ⎞ ⎛ ⎞Δ = − = + Δ = +⎜ ⎟ ⎜
⎝ ⎠ ⎝ ⎠


⎟                             (VI-94) 
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        Fig. VI-5 
 
 
From (VI-90) and (VI-93) follows that the mean field (coherent signal) vanishes in the number state 
 


ˆ 0S E n E n= = =                                                                                                                      (VI-95) 
 
and the field variance (noise)  
 


( ) 22 2 2 1 1ˆ
2 2


N E E E n E n n⎛ ⎞= Δ = − = = +⎜
⎝ ⎠


⎟                                             (VI-96) 


 
Fig. VI-6 represents the field properties of the single-mode number state. The vertical axis shows the electric field at some 
fixed point within a laser resonator versus time.  
 


 
    
   Fig. VI-6 
 
The field oscillates with an amplitude  
 
  


0
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1 2in units of
2


E n
V
ω


= +
ε
h


                                                                                   (VI-97) 


 
which for a typical, meter-scale laser cavity is of the order 10-4 V/cm. The electric field of the photon number state is 
represented by a vector of length 2/1+n and random orientation. As a consequence, the measurement of the 
electric field may results at any time any value between ~ – E0 and ~ E0, with the upper and lower boundary being sharply 
defined only in the limit of  n >> 1.  
Phase states 
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Whilst the number state has a fairly well defined amplitude (at least in the limit of n >> 1) we find no vestige of the phase 
angle φ of the classical wave form. The photon number state n  has a completely random phase and, conversely, a state 
of definite phase is expected to have a completely random photon number distribution. The state associated with phase 
angle  χm, known as the phase state, can be constructed as the superposition of photon number states 
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1
1


m
r


in
m


n
e n


r
χ


=
χ =


+
∑                                                                                                                  (VI-98) 


 
where 
 


2 , 0,1, ....
1m


m m
r


χ = π =
+


r                                                                                                         (VI-99) 


 
and r is a large number, much larger than the important photon-number constituent in a given field excitation. The phase 
states form a complete orthonormal set just the photon-number states (exercise). A Hermitian operator  can be definedχ̂ 1 
such that its expectation values reflect the properties of the classical phase angle and hence this operator can be regarded 
as the phase operator. It can be shown1 that the states mχ introduced in (VI-98) are eigenstates of the quantum 


mechanical phase operator , i.e. they are states of well-defined phase complementary to the number states χ̂ n .  
  
 
Coherent states 
 
In the photon-number state, the classical field strength defined as the expectation value of the electric field operator is zero 
at any time: 
 
 


ˆ( ) ( ) 0E t n E t n= =                                                                                                                            (VI-100) 
 
 
Experience teaches us that the electric field of an electromagnetic wave often varies sinusoidally with time at a fixed 
observation point (Fig. VI-7):  
 


 
   Fig. VI-7 
 
Therefore there must be a quantum state of the light field that results in an expectation value of the electric-field operator 
which reflects this sinusoidal temporal variation. The superposition state  
 
 


21
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0 !


n


n
e


n


∞− α


=


α
α = ∑ n


                                                


                                                                                                                (VI-101) 


 
1 D. T. Pegg and S. M. Barnett, Tutorial review: Quantum optical phase, J. Mod. Opt. 44, 225-264 (1997).   


 - 191 - 







VI. Quantum optics     quantum states of the electromagnetic field 
 


 
can be shown to meet this requirement and is referred to as a coherent state. As a matter of fact, as we shall see below, the 
expectation value of the electric field operator of the coherent state α as  
 


( )
21ˆ . . cos( )


2
i kz t


E E e c c
π−ω +


= α α = α + = α ϕ+Θ                                      (VI-102) 


 
where the angle is defined by θ ie θα = α and the electric field is measured in units of V0/2 εωh . The properties of 
coherent states resemble most closely those of a classical electromagnetic wave. Coherent states possess maximum 
second-order coherence, justifying their name. The single-mode laser operated well above threshold generates such 
coherent-state excitation of the electromagnetic field.2 As it is apparent from (VI-102) the complex parameter α gives the 
complex amplitude of the classical wave yielded by the expectation value of the electric field in the coherent state. The 
coherent states form a double continuum parameterised in terms of the real and imaginary parts of α. They are normalized 
(exercise) 
 


2


1
!


n n


n
e


n


∗
−α α α


α α = =∑                                                                                                         (VI-103) 


 
but not orthogonal because (exercise) 
 
 


2 2 2 21 1 1 1
2 2 2 2


!


n n


n
e e


n


∗∗− α − β − α − β +α βα β
α β = =∑                                                  (VI-104) 


 
From (VI-104) follows that  
 


22 e−α−βα β =                                                                                                                                   (VI-105) 


 
It is apparent from (VI-101) that there is many more coherent states α than number states n , hence the α  form an 


overcomplete set of states with their lack of orthogonality being a direct consequence. Nevertheless the states  α  and 


β  become orthogonal in the limit of 1α −β >> . 
 
The coherent states are eigenstates of the destruction operator (exercise) 
 


21
2ˆ 1


!


n


n
a e n n


n
− α α


α = − = α α∑                                                                        (VI-106) 


 
consequently the complex number α is an eigenvalue of the destruction operator. From (VI-106) the conjugate relation 
follows  
 


† *aα = α α                                                                                                                                       (VI-107) 
 
We can use (VI-86d) to generate the coherent state α from the vacuum state: 


                                                 
2 R. Loudon, The Quantum Theory of Light, Oxford University Press, 2000, PP 297-310. 
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2 2†1 1† ˆ
2 ˆ( ) 0


!


n a


n


ae e
n


− α α − αα
α = =∑ 2 0α = =∑                                                                            (VI-108)                                                                            (VI-108) 


  
With the help of the operator identity With the help of the operator identity 
  


+ +
=


1ˆ ˆˆ ˆ[ , ]ˆ ˆ 2
b c b cb ce e e                                                                                                                                         (VI-109) 


 
for any pair of operators and that commute with their commutators b̂ ĉ
 


ˆ ˆ ˆˆ ˆ ˆ,[ , ] ,[ , ] 0b b c c b c⎡ ⎤ ⎡ ⎤=⎣ ⎦ ⎣ ⎦ =                                                                                                                         (VI-110) 


 
and using  
 


ˆ*ˆ 0 0 0 0aa e−α= ⇒ =                                                                                                                  (VI-111) 
 
we obtain (exercise)  
 


†ˆ ˆ*ˆ ˆ( 0 ; ( a aD D eα −αα = α) α) =                                                                                                    (VI-112) 
 
where ˆ ( )D α is the coherent-state displacement operator creating coherent state α directly from the vacuum state 0 , 


analogously to the number-state creation operator ˆ ( )N n generating number state n from 0 . Simple inspection yields 
that  
 


† †ˆ ˆ( ( ( ( 1D D D Dα) α) = α) α) =                                                                                                        (VI-113) 
 
i.e. the displacement operator is a unitary operator.  
 
The expectation value of the number operator in the coherent state α  is readily obtained form (VI-106) and (VI-107) as 
 


2†ˆ ˆ ˆn n a a= α α = α α = α                                                                                                (VI-114) 
 
For calculating the second moment we rearrange and into normal order by using their commutator relation (exercise) â †â
 


2 † † † † †ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆn a aa a a a aa a a= = +                                                                                                              (VI-115) 
 
 Normal order means that destruction operators are put to the right of the creation operators. By using the eigenvalue 
properties (VI-106) and (VI-107) of the coherent states, it is straightforward to evaluate the expectation value of normally-
ordered operators. This way we obtain  
  


4 2 22 † † †ˆ ˆ ˆ ˆ ˆ ˆ ˆ * * *n a a aa a a n n= α + α = α α αα+α α = α + α = +                                  (VI-116)


 
yielding the photon-number variance and the fractional uncertainty in the number of photons in the coherent state   
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2 22 2( )n n nΔ = − = α                                                                                                               (VI-117) 


 


2
1n


n
αΔ


= =
αα


                                                                                                                                     (VI-118) 


 
decreasing with increasing value of the coherent state amplitude α . The probability of finding n photons in the coherent-


state mode is simply obtained by multiplying α  with the bra vector n  and calculating its modulus square 
 


2
2


2( )
! !


n n
n n


P n n e e
n n


−α −α
= α = =                                                                        (VI-119) 


 
This is a Poisson probability distribution with (VI-117) providing the variance of this distribution. For large values of n it can 
be well approximated by a Gaussian distribution 
 


( )2 / 21( )
2


n n nP n e
n


− −≈
π


                                                                                                     (VI-120) 


 
The Poisson photon-number probability distributions of coherent states are shown in Fig. VI-8. 
 


 
 
     Fig. VI-8 
 
The expectation values of the quadrature operators and the quadrature variances can be readily calculated, again by using 
the normally-ordered operator formalism 
 


( )†1 1ˆ ˆ ˆ *
2 2


X a aα α = α + α = α +α = α cosθ                                            (VI-121a) 
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and similarly 
 


ˆ sinYα α = α θ                                                                                                                                      (VI-121b) 
 
The same procedure can be applied to the squares of the quadrature operators 
 


(2 † † †1ˆ ˆ ˆ ˆ ˆ ˆ ˆ2
4


X a a a a aa= + + )1+                                                                                                        (VI-122a) 


 


(2 † † †1ˆ ˆ ˆ ˆ ˆ ˆ ˆ2
4


Y a a a a aa= − + − + )1                                                                                                       (VI-122b) 


 
resulting in   
 


2 2 1( ) ( )
4


X YΔ = Δ =                                                                                                                                     (VI-123) 


 
In strong contrast to the respective variances for the number states given by (VI-94), the coherent state is a minimum 


uncertainty state for all mean photon numbers 2n = α .  
 
 
Classical coherent light field: expectation value of the field operator in the coherent state  
 
 
With the normally-ordered operator formalism we can also readily calculate the expectation value of the field 
 


( )†1 1ˆ ˆ ˆ * cos( )
2 2


i i i iE E a e e a e e− ϕ ϕ − ϕ ϕ= α α = α + α = α +α = α ϕ+θ
                           


(VI-124)


 
and similarly that of the square of the field 
 


 (2 † † 2 † 21ˆ ˆ ˆ ˆ ˆ ˆ2
4


iE a a e a a aa e− ϕ ϕ= + + )1i +                                                                                   (VI-125) 


 
 
Amplitude noise, phase noise 
 
 
To obtain the variance of the field 
 


22 2 1( )
4


N E E E= Δ = − =                                                                                                           (VI-126) 


 


The noise is independent of the mean photon number 2n = α  and has the minimum value that the vacuum state results 
in   
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22 1ˆ ˆ0 0 0 0
4


E E− =                                                                                                                        (VI-127) 


 
independently of the phase angle . ϕ+ θ


For the specific case of a phase angle we have 0ϕ+ θ = 1/ 2E n= α = , from which with the use of (VI-117) we 
obtain  
 


1/ 2
1/ 2


1/ 2 1/ 2
1 1 1
2 2 2


nnE n
n n
Δ


Δ Δ α = Δ = = =                                                        (VI-126’) 


 
which is in accordance with (VI-126). 
 
 


Since the uncertainty is independent of the phase, it can be represented by a circle in Fig. VI-9. The heavy arrow of 


length 


( )2EΔ
α  making an angle ϕ+ θ  with the real-field axis shows the coherent state. 


The angles  and θ  have distinctly different physical meaning: ϕ ϕ  is determined by the position and time of evaluation of 
field averages and often called measurement phase angle, whereas θ is a property of the field excitation on which the 
measurement is performed. 
 
 
 


 
Fig. VI-9 
 
 
As a consequence of (VI-126), the uncertainty disc has a radius of ½ independently of the amplitude and phase of the 
coherent state. The orthogonal radii represent the amplitude and phase contributions to the uncertainty in the expectation 
value of the electric field. The amplitude noise is determined by the uncertainty in the photon number  
 


nΔ = α                                                                                                                                                                   (VI-117’) 
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The phase contribution can be simply estimated on the basis of geometrical arguments apparent from Fig. VI-9, which in the 
limit of 1α >>  yields 
 


1
2


χΔ =
α


                                                                                                                                                             (VI-128) 


 
These uncertainties also become apparent in the phase dependence of the expectation value of the electric field of a single-
mode coherent state shown in Fig. VI-10. 
 


 
 
          Fig. VI-10 
 
 
Eqs. (VI-118) and (VI-128) reveal that both the fractional uncertainty in the photon number and the phase uncertainty scale 
with 1/ α . By increasing the mean photon number and thereby the amplitude of the electromagnetic wave, it becomes 
better defined both in phase and in amplitude. In other words, the corpuscular nature of light becomes less and less 
pronounced with increasing mean photon number in the mode and hence the description of the field as a classical variable 
(obeying Maxwell’s equations) and the semiclassical theory of light-matter interactions become ever better approximations.  
 
 
 
Squeezed states 
 
 
From (VI-117’) and (VI-128) the product of the photon-number and phase uncertainties can be obtained as 
 


1
2


n χΔ Δ =                                                                                                                                                           (VI-129) 


 
This result is reminiscent of an uncertainty relationship. Even if it is not the consequence of a commutation relation between 
number and phase operators, it correctly represents the trade-off between the values of the amplitude and phase 
uncertainties of the electric field of a coherent state. It also suggests that there may be other coherent states of light in which 
the noise is not evenly distributed among amplitude (photon number) and phase but one is smaller at the expense of the 
other keeping the value of the uncertainty product in (VI-129) constant. Such states do indeed exist. They are characterized 
by a field variance that is dependent on the measurement phase angle , ( )E EΔ = Δ ϕ , and for some values of ϕ  the 
variance becomes smaller than the minimum value applying to phase-independent variance  
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2 10 ( ( ))
4


E≤ Δ ϕ <                                                                                                                                         (VI-130) 


 
The field excitation having this property is said to be quadrature-squeezed.  
Squeezed coherent states3 are characterized by an elliptic uncertainty disc. Depending on whether the amplitude or phase 
axis is squeezed, we have to do with amplitude-squeezed (Fig. VI-11) or phase-squeezed (Fig. VI-12) coherent state. The 
implications of amplitude- and phase-squeezing to the spatial and temporal variation of the field are well revealed by the 
phase-dependent noise band in Fig. VI-13. 
 


  
              Fig. VI-11 
 


             
            Fig. VI-12 
 
 


                                                 
3 For a detailed discussion see e.g. R. Loudon, The Quantum Theory of Light, Oxford University Press, 2000. 
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The lecture course introduces the four models of light: i) ray 
(geometrical) optics, ii) wave optics, iii) electromagnetic optics 
and iv) quantum optics, postulates their laws and presents 
basic light phenomena with particular emphasis on those 
requiring the introduction of these successively more 
advanced [i) → iv)] theories of light, and – last but not least – 
discusses basic devices for the generation, manipulation and 
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transformation including filtering and focusing. 
 
IV Electromagnetic theory of light: description of light waves in terms of electric and magnetic 
fields. Postulates: Maxwell’s equation, electromagnetic power flow: Poytning vector. Derivation of wave 
optics from electromagnetic theory. Approximations: paraxial electromagnetic waves, linear polarizability 
of matter1. Phenomena & applications: absorption and dispersion, light pulse propagation, polarization 
of light and its manipulation, reflection and refraction, electro- and acousto-optics: modulation and 
switching of light.     
 
V Semiclassical theory of light-matter interactions. Postulates: electromagnetic theory of light + 
quantum theory of the electron. Approximations: perturbation theory, Fermi’s Golden Rule.  Phenomena 
& applications: derivation of the linear polarizability of matter: light-induced atomic transitions: 
absorption and stimulated emission of light, principles of lasers2.    
 
VI Quantum optics: description of light in terms of photons. Postulates: laws of quantum 
electrodynamics. Classical fields (of electromagnetic theory): expectation values of field operators. 
Approximations: transverse electromagnetic fields. Phenomena & applications: lifetime of excited atomic 
states, spontaneous emission of light, photon detectors, quantum noise. 
 
Literature:  
B. E. A. Saleh, M. C. Teich, Fundamentals of Photonics, John Wiley and Sons, Inc. 
D. Marcuse, Principles of Quantum Electronics, Academic Press, Inc. 
A. Yariv, Quantum Electronics, John Wiley and Sons, Inc. 
R. Loudon, The Quantum Theory of Light, Oxford Univ. Press.  


 


                                                 
1 The nonlinear polarizability of matter and the broad range of phenomena originating from nonlinear interactions is covered 
by Prof. Dr. Theodor W. Hänsch: Nichtlinear Optik. 
2 An in-depth coverage of laser physics is given by Prof. Dr. Wolfgang Zinth: Laserphysik 







I. The four models of light  
 


The most sophisticated and most comprehensive theory of light (incl. its interaction with matter) is 
quantum electrodynamics, which is – thanks to advanced computational methods and precision laser 
techniques – the most accurately tested theory of physics. For optical phenomena, this theory is also 
referred to as quantum optics.  It introduces the concept of the photon as the elementary excitation of 
the electromagnetic modes of a cavity and accounts for all known light phenomena to within an 
accuracy that can be currently achieved in computational and experimental physics. The (so far) 
complete coverage of light & light-matter-interaction phenomena comes, however, at the expense of a 
level of complexity that calls for simplification whenever possible.  


 
Fortunately, the quantum nature of light tends to be masked ever more by classical wave 


properties as the energy stored in the cavity modes becomes large compared to the photon energy and 
consequently the resultant wave is intense enough to be able to excite or deexcite a large number of 
atomic dipoles (in the language of quantum mechanics: induce a large number of resonant atomic 
transitions) in any infinitesimal volume of space. For radiation that is sufficiently intense to fulfill this 
condition, Maxwell’s electromagnetic theory provides an excellent description of all light phenomena in 
terms of two mutually coupled vector waves, an electric-field wave and a magnetic field wave. These 
include all propagation phenomena through any objects and – if supplemented with the quantum theory 
of the electron – the interaction of intense light with matter.   


 
In many cases the vector properties of light do not manifest themselves, in these instances the 


theory can be further simplified to what has been referred to as a scalar wave theory, accounting for a 
wide range of interference and diffraction phenomena as well as imaging.  


 
When light waves propagate through and around objects whose dimensions are large compared 


to the wavelength, the wave nature of light is not readily discerned, so that its behavior can be 
adequately described by a set of geometrical rules. This (simpliest) model of light is called geometric 
optics or ray optics.   


 
Fig. I-1 
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Quantum optics accounts for all currently known light phenomena, a large fraction of which, 


however, can be adequately described by replacing the quantum theory with the simpler 
electromagnetic theory of light, allowing a more convenient treatment. Further restrictions of the range 
of phenomena allow further simplifications, leading to (scalar) wave optics and ray optics. The borders 
of validity of these models gets ever more confined (see Fig.I-1), but even the simpliest model covers a 
sufficiently broad range of phenomena so that its treatment in any comprehensive course on light 
phenomena is more than justified.  


 
 
The lecture course will introduce these models in historical order, starting out from the simplest 


one. Each model is based upon a set of postulates (provided without proof), from which explanation and 
description of a number of phenomena can be derived within the frame of validity of the respective 
model. When proceeding to a more sophisticated description, the postulates of the previous (simpler) 
model will be shown to naturally follow from the next-higher-level model, justifying the representation in 
Fig. 1. The light phenomena discussed in some detail have been selected to justify the introduction of 
ever more sophisticated theories and on the basis of their importance for advanced optical techniques 
and technologies. In terms of the phenomena discussed, there will be some overlap with the 
Kursvorlesung PIII: „Wellenlehre und Optik“, however, apart from the extension towards the quantum 
theory of light (which is absent from PIII) the approach is completely „orthogonal“: in striking contrast 
with the phenomenological description of optical phenomena and devices in PIII, in this lecture course 
the theory of light will be in the focus, with its postulates and framework rigorously introduced and its 
relevance to modern optical technologies explained by means of selected examples.  


 
 
The topics covered in the course will follow those included in this lecture notes, edited in a way so 


it allows grasping the essential physics even if not each of the lectures could be attended. Nevertheless, 
the text accompanying the maths and connecting the steps of mathematical derivations is rather succint 
and therefore attendance of the lectures is highly recommended. The mission of this lecture course is to 
provide a comprehensive theoretical background accounting for the phenomena presented (mostly 
phenomenologically) in PIII and suitable for describing any effects and phenomena relevant to modern 
optical techniques and technologies rapidly proliferating in an ever increasing number of fields if 
science, technology and medicine, which will be covered by a follow-up 3-hour lecture Photonics II: 
lasers in science, technology and medicine in the summer semester. 


  
 
The evolution of the theory of light and its treatment in this course also 
exemplifies how physics works in general:  
i) how a theory is created by means of a set of postulates,  
ii) how its usefulness and region of validity is established by testing its 


ability to give accurate account for phenomena observed in reproducible 
experiments performed under well-controlled and well-specified 
conditions,  


and  
iii) how the theory evolves to the next-higher-level model, driven by 


experimental findings that can not be explained on the grounds of the 
previous model.  
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The lecture course introduces the four models of light: i) ray 
(geometrical) optics, ii) wave optics, iii) electromagnetic optics 
and iv) quantum optics, postulates their laws and presents 
basic light phenomena with particular emphasis on those 
requiring the introduction of these successively more 
advanced [i) → iv)] theories of light, and – last but not least – 
discusses basic devices for the generation, manipulation and 
detection of light.  


 
 
CONTENTS 
 
I The four models of light and conditions of their validity.     
 
II Ray optics: propagation of light rays through simple optical components and systems. 
Postulates: Fermat’s principle.  Mathematical tools & approximations: paraxial rays, ray-transfer matrix 
of optical components (lenses, mirrors). Phenomena & applications: imaging and guiding. 
 
III Wave optics: propagations of light waves through optical components and systems. 
Postulates: Scalar wave equation, intensity. Derivation of the laws of ray optics from those of wave 
optics. Approximations: paraxial waves, complex amplitude transmittance of optical components, 
paraxial wave equation. Phenomena & applications: Fourier optics: imaging and  X-ray computed 
tomography, optical beam propagation and transformation including filtering and focusing. 
 
IV Electromagnetic theory of light: description of light waves in terms of electric and magnetic 
fields. Postulates: Maxwell’s equation, electromagnetic power flow: Poytning vector. Derivation of wave 
optics from electromagnetic theory. Approximations: paraxial electromagnetic waves, linear and 
nonlinear1 polarizability of matter. Phenomena & applications: absorption and dispersion, light pulse 
propagation, polarization of light and its manipulation, reflection and refraction, electro- and acousto-
optics: modulation and switching of light.     
 
V Semiclassical theory of light-matter interactions. Postulates: electromagnetic theory of light + 
quantum theory of the electron. Approximations: perturbation theory, Fermi’s Golden Rule.  Phenomena 
& applications: derivation of the linear polarizability of matter: light-induced atomic transitions: 
absorption and stimulated emission of light, principles of lasers2.    
 
VI Quantum optics: description of light in terms of photons. Postulates: laws of quantum 
electrodynamics. Classical fields (of electromagnetic theory): expectation values of field operators. 
Approximations: transverse electromagnetic fields. Phenomena & applications: lifetime of excited atomic 
states, spontaneous emission of light, photon detectors, quantum noise. 
 
Literature:  
B. E. A. Saleh, M. C. Teich, Fundamentals of Photonics, John Wiley and Sons, Inc. 
A. Siegman, Lasers, University Science Books. 
C. C. Davis, Lasers and Electro-Optics, Cambridge University Press. 
E. G. Steward, Fourier Optics – an Introduction, Ellis Horwood Limited.   
D. Marcuse, Principles of Quantum Electronics, Academic Press, Inc. 
A. Yariv, Quantum Electronics, John Wiley and Sons, Inc. 
R. Loudon, The Quantum Theory of Light, Oxford Univ. Press. 
                                                 
1 An in-depth coverage of the nonlinear polarizability of matter and the broad range of phenomena originating from nonlinear 
interactions is given by Prof. Dr. Theodor W. Hänsch: A: Nichtlinear Optik. 
2 An in-depth coverage of laser physics is given by Prof. Dr. Wolfgang Zinth: Laserphysik 
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I. The four models of light  
 


The most sophisticated and most comprehensive theory of light (incl. its interaction with matter) is 
quantum electrodynamics, which is – thanks to advanced computational methods and precision laser 
techniques – the most accurately tested theory of physics. For optical phenomena, this theory is also 
referred to as quantum optics.  It introduces the concept of the photon as the elementary excitation of 
the electromagnetic modes of a cavity and accounts for all known light phenomena to within an 
accuracy that can be currently achieved in computational and experimental physics. The (so far) 
complete coverage of light & light-matter-interaction phenomena comes, however, at the expense of a 
level of complexity that calls for simplification whenever possible.  


 
Fortunately, the quantum nature of light tends to be masked ever more by classical wave 


properties as the energy stored in the cavity modes becomes large compared to the photon energy and 
consequently the resultant wave is intense enough to be able to excite or deexcite a large number of 
atomic dipoles (in the language of quantum mechanics: induce a large number of resonant atomic 
transitions) in any infinitesimal volume of space. For radiation that is sufficiently intense to fulfill this 
condition, Maxwell’s electromagnetic theory provides an excellent description of all light phenomena in 
terms of two mutually coupled vector waves, an electric-field wave and a magnetic field wave. These 
include all propagation phenomena through any objects and – if supplemented with the quantum theory 
of the electron – the interaction of intense light with matter.   


 
In many cases the vector properties of light do not manifest themselves, in these instances the 


theory can be further simplified to what has been referred to as a scalar wave theory, accounting for a 
wide range of interference and diffraction phenomena as well as imaging.  


 
When light waves propagate through and around objects whose dimensions are large compared 


to the wavelength, the wave nature of light is not readily discerned, so that its behavior can be 
adequately described by a set of geometrical rules. This (simplest) model of light is called geometric 
optics or ray optics.   
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Quantum optics accounts for all currently known light phenomena, a large fraction of which, 


however, can be adequately described by replacing the quantum theory with the simpler 
electromagnetic theory of light, allowing a more convenient treatment. Further restrictions of the range 
of phenomena allow further simplifications, leading to (scalar) wave optics and ray optics. The borders 
of validity of these models gets ever more confined (see Fig.I-1), but even the simpliest model covers a 
sufficiently broad range of phenomena so that its treatment in any comprehensive course on light 
phenomena is more than justified.  


 
 
The lecture course will introduce these models in historical order, starting out from the simplest 


one. Each model is based upon a set of postulates (provided without proof), from which explanation and 
description of a number of phenomena can be derived within the frame of validity of the respective 
model. When proceeding to a more sophisticated description, the postulates of the previous (simpler) 
model will be shown to naturally follow from the next-higher-level model, justifying the representation in 
Fig. 1. The light phenomena discussed in some detail have been selected to justify the introduction of 
ever more sophisticated theories and on the basis of their importance for advanced optical techniques 
and technologies. In terms of the phenomena discussed, there will be some overlap with the 
Kursvorlesung PIII: „Wellenlehre und Optik“, however, apart from the extension towards the quantum 
theory of light (which is absent from PIII) the approach is completely „orthogonal“: in striking contrast 
with the phenomenological description of optical phenomena and devices in PIII, in this lecture course 
the theory of light will be in the focus, with its postulates and framework rigorously introduced and its 
relevance to modern optical technologies explained by means of selected examples.  


 
 
The topics covered in the course will follow those included in these lecture notes, which have 


been edited in a way so it allows grasping the essential physics even if not each of the lectures could be 
attended. Nevertheless, the text accompanying the maths and connecting the steps of mathematical 
derivations is rather succint and therefore attendance of the lectures is highly recommended. The 
mission of this lecture course is to provide a comprehensive theoretical background accounting for the 
phenomena presented (mostly phenomenologically) in PIII and suitable for describing any effects and 
phenomena relevant to modern optical techniques and technologies rapidly proliferating in an ever 
increasing number of fields if science, technology and medicine. Many of these will be covered by a 
follow-up 3-hour lecture Photonics II: intense-laser/matter interactions for science, technology and 
medicine in the summer semester. 


  
 
The evolution of the theory of light and its treatment in this course also 
exemplifies how physics works in general:  
i) how a theory is created by means of a set of postulates,  
ii) how its usefulness and region of validity is established by testing its 


ability to give accurate account for phenomena observed in reproducible 
experiments performed under well-controlled and well-specified 
conditions,  


and  
iii) how the theory evolves to the next-higher-level model, driven by 


experimental findings that can not be explained on the grounds of the 
previous model.  
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II. Ray optics   


 
 
Postulates  
   


• Light travels in the form of rays. The rays are emitted by light sources and can be observed 
when they reach an optical detector.  


 
• An optical medium is characterized by a quantity n ≥ 1, called the refractive index. The 


refractive index is the ratio of the speed of light in free space c. to that in the medium c/n. 
Therefore, the time taken by light to travel distance d equals nd/c. It is thus proportional to the 
product of nd, known as the optical path length. 


 
• In an inhomogeneous medium the refractive index n(r) is a function of the position. The optical 


path length along a given path between two points A and B is therefore  
 
 


Optical path length =  ∫
B
A n (r) ds                                                                                               (II-1)   


 
 
where ds is the differential element of the length along the path.  
 


• Fermat’s principle. Optical rays traveling between A and B follow a path such that the optical 
path length between the two points is an extremum, relative to neighbouring paths. The 
extremum may be a maximum, a minimum or a point of inflection. It is, however, usually a 
minimum, in which case light rays travel along a path of least time. 


 
  
 
Fermat’s principle dictates that in in a homogeneous medium, light rays travel in straight lines, hence 
shadows are perfect projections of stops (Fig. II-1). 
 
 


 
         


Fig. II-1 
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Reflection and refraction at plane surfaces 
 
Reflection from a mirror or at the boundary between two media of different refractive index: the reflected 
ray lies in the plane of incidence, the angle of reflection equals the angle of incidence (Fig. II-2). As a 
consequence, planar mirrors reflect the rays originating from a point P1 such that the reflected rays 
appear to originate from a point P2  behind the mirror, called the image (Fig. II-3). 
 


 
Fig. II-2 


 


 
 


              Fig. II-3 
 
Refraction at the boundary between two media of different n: the refracted ray lies in the plane of 
incidence (Fig. II-4); the angle of refraction θ2 is related to the angle of incidence θ1 by Snell’s law 
 
 
n1 sinθ 1 = n2 sinθ 2                                                                                                                                      (II-2) 


 
 


        Fig. II-4 
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Exercise: Snell’s law follows from Fermat’s principle, as you can show by seeking to minimize the 
optical path length n1dAB  + n2 dBC between points A and C in Fig. II-5. 
 


 
 


Fig. II-5  
 
If the incident ray is in a medium of higher refractive index, θ2 > θ1, i.e. the refracted ray bends toward 
the boundary. For an incident angle  


θ 1 > θ c = 
1


21sin
n
n−              (II-3) 


 
where θc is referred to as the critical angle, Snell’s law (Eq. II-2) can not be satisfied and refraction does 
not occur. The incident ray is totally reflected (Fig. II-6) as if the surface were a perfect mirror (total 
internal refraction). The functioning of reflecting prisms and optical fibers are based on this effect (Fig. II-
7).  


 
 
       Fig. II-6                                                                               


 
  Fig. II-7 
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Focusing and imaging optics 
 
A paraboloidal mirror has a surface formed by a paraboloid of revolution (Fig. II-8). It focuses all incident 
rays parallel to its axis to a single point called the focus. The distance dPF  is called the focal length. An 
elliptical mirror reflects all the rays emitted from one of its two foci, e.g. P1, and collect them at the other 
focus, P2 (Fig. II-9).  
 


 
 


   Fig. II-8 
 
 


 
 
 


    Fig. II-9 
 
Spherical mirrors and lenses are easier to fabricate and align than a paraboloidal or elliptical mirror but 
their focusing and imaging capabilities are compromised, as it is apparent from the fact that incident 
rays parallel to the optics axis cross the axis at different points (Fig. II-10,11).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. II-10                                                                               Fig. II-11 
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Rays that make small angles with the axis of the mirror or of the lens (such that sinθ ≈ θ) are called 
paraxial rays. In the paraxial approximation where only paraxial rays are considered, a spherical mirror 
has a focusing property like that of the paraboloidal mirror and an imaging property like that of the 
elliptical mirror. In the paraxial limit, for incident rays parallel to the mirror’s axis, a spherical mirror of 
radius R acts like a paraboloidal mirror of focal length f = -R/2 by focusing them onto a single point F at 
a distance (-R/2) from the mirror center C (Exercise). By convention, R is negative for a concave mirror 
and positive for convex mirrors, whereas rays originating from any point on the axis, e.g. P1, are 
collected in a single corresponding point P2 on the axis either by a mirror (Fig. II-12) or by a lens (Fig. II-
13). The distances of the source and the image away from the source, z1 and z2, respectively, obey the 
imaging equation in both cases (Exercise):  
 


fzz
111


21


=+                                                                                                                                        (II-4) 


 
where for a lens f is determined by the radii of curvature of the surfaces and the refractive index of the 
prism material. 
 
 
 
 
 
 
 
 
 
Fig. II-12                                                                             Fig. II-13                                       
 
Rays originating from an off-axis point P1=(y1,z1) are reflected to a point P2=(y2,z2), see Fig. II-14, 
satisfying (Exercise)  
 


     
1


2
12 z
zyy −=                                                                                                                                   (II-5) 


 
This means that rays from each point in the plane z = z1 meet at a single corresponding point in the 
plane z = z2, consequently the mirror (Fig. II-14) or the lens (Fig. II-15)  forms an image of any object in 
the plane z = z1 with a magnification of -z2/z1 in plane z = z2.  
 
 


 
 
 
Fig. II-14                                                                             Fig. II-15                                       
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Light guides 
 
Light can be guided from one location to another, in principle, by use of a set of lenses or mirrors (Fig. 
II-16). In practice, guiding light based on total total internal reflection in optical fibers, allowed by n2 < n1 
( Fig. II-17), turned out to be far superior to any other alternatives, thanks to the extremely low 
attenuation of fused silica fibers.  
 


 
 


            Fig. II-16 
 


 
 


             Fig. II-17 
 
Whilst description of the distribution of light in and propagation of light through optical waveguides 
requires a refined model: the electromagnetic theory of light, ray optics can predict some properties 
important for practical applications such as the cone of rays an optical waveguide is able to accept and  
capture for guiding. The numerical aperture of the fiber is defined as the sine of the maximum angle 
(Fig. II-18) at which rays get captured and are subsequently guided in the core is given by  
 
NA 2


2
2
1sin nna −== θ                                                                                                                     (II-6) 


 


 
 
Fig. II-18 
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Matrix optics 
 
Matrix optics is a technique for tracing paraxial rays. The rays are assumed to travel only within a single 
plane so that the formalism is applicable to systems with planar geometry and to meridional rays in 
circularly symmetric systems.  
 
A ray is described by its position y and angle θ with respect to the optical axis (Fig. II-19). These 
variables are altered as the ray travels through the optical system (Fig. II-20). In the paraxial 
approximation, the position and angle at the input and output planes of an optical system are related by 
the linear algebraic equations  
 
y2 =  A y1 + Bθ 1                                                                                                                                  (II-7a) 
                                                                                                                                                            
θ 2 = C y1 + D θ 1                                                                                                                                 (II-7b)   
 
 
Consequently, the effect of the optical system on the incident rays is described by a 2x2 matrix called 
the ray-transfer matrix 
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The ray-transfer matrix M, whose elements are A, B, C, D, characterizes the optical system completely 
(within the limits of ray optics and the paraxial approximation) because it permits (y2,θ2) to be 
determined for any (y1,θ1).     
 


 
 


    Fig. II-19 
 


 
 


    Fig. II-20 
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The convenience of using this matix method lies in the fact that the ray-transfer matrix of a cascade of 
optical components is a product of the ray-transfer matrices of the individual components (Fig. II-21). 
Matrix optics therefore provides a powerful means of describing how complex optical systems transfer 
paraxial rays.   
 


 
 
       Fig. II-21 
 
 
Matrices of simple optical components and systems 
 
 
Free-space propagation 
 


                                                                                          
 
  
Refraction at a planar boundary 
 
 


 
 
 
Refraction at a spherical boundary 
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Transmission through a thin lens 
 


 
 
 
Reflection from a planar mirror 
 
 


 
 
 
Reflection from a spherical mirror 
 
 


 
 
 
 
Transmission through a set of transparent plates 
 
 


 
 
 
Exercise: Using Eqs. II-11 and II-12 the focal length of a thin lens can be derived as 
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The eikonal equation 
 
The ray trajectories are often characterized by the surfaces to which they are normal. Let S(r) be a 
scalar function such that its equilevel surfaces, S(r) = const., are everywhere normal to the rays (Fig. II-
22). 
 
 
 
 
 
 
 
 
 
 
 
Fig. II-22 
 
If S(r) is known, the ray trajectories can readily be constructed because the normal to the equilevel 
surfaces at a position r is in the direction of the gradient vector    S(r). The function S(r), called the 
eikonal, is akin to the potential function V(r) in electrostatics, with the role of the optical rays being 
played by the lines of the electric field E = -    V.  
To satisfy Fermat’s principle, the eikonal S(r)  must satisfy a partial differential equation known as the 
eikonal equation3 
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Fermat’s principle can also be shown to follow from the eikonal equation. Therefore, either the eikonal 
equation or Fermat’s principle may be regarded as the principal postulate of ray optics.  
  


                                                 
3 See e.g. M. Born and E. Wolf, Principles of Optics, Pergamon Press, New York, 6th edition, 1980. 
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The lecture course introduces the five models of light & its interaction with 
matter: i) ray (geometrical) optics, ii) wave optics, iii) electromagnetic 
optics, iv) semiclassical theory of light-matter interactions and v) quantum 
optics, postulates their laws and – with the help of these successively 
more advanced [i) → v)] models – addresses the generation, propagation, 
manipulation, and advanced applications of light.   
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tomography, optical beam propagation and transformation including filtering and focusing. 
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fields. Postulates: Maxwell’s equation, electromagnetic power flow: Poynting vector. Derivation of wave 
optics from electromagnetic theory. Approximations: paraxial electromagnetic waves, linear and 
nonlinear1 polarizability of matter. Phenomena & applications: absorption and dispersion, light pulse 
propagation, polarization of light and its manipulation, reflection and refraction, electro- and acousto-
optics: modulation and switching of light.     
 
V Semiclassical theory of light-matter interactions. Postulates: electromagnetic theory of light + 
quantum theory of the electron. Approximations: perturbation theory, Fermi’s Golden Rule.  Phenomena 
& applications: derivation of the linear polarizability of matter: light-induced atomic transitions: 
absorption and stimulated emission of light, principles of lasers2.    
 
VI Quantum optics: description of light in terms of photons. Postulates: laws of quantum 
electrodynamics. Classical fields (of electromagnetic theory): expectation values of field operators. 
Approximations: transverse electromagnetic fields. Phenomena & applications: lifetime of excited atomic 
states, spontaneous emission of light, photon detectors, quantum noise. 
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I. Introduction: modelling light and its interaction with matter 
 


The most sophisticated and most comprehensive theory of light (incl. its interaction with matter) is 
quantum electrodynamics, which is – thanks to advanced computational methods and precision laser 
techniques – the most accurately tested theory of physics. For optical phenomena, this theory is also 
referred to as quantum optics.  It introduces the concept of the photon as the elementary excitation of 
the electromagnetic modes of a cavity and accounts for all known light phenomena to within an 
accuracy that can be currently achieved in computational and experimental physics. The (so far) 
complete coverage of light & light-matter-interaction phenomena comes, however, at the expense of a 
level of complexity that calls for simplification whenever possible.  


 
Fortunately, the quantum nature of light tends to be masked ever more by classical wave 


properties as the energy stored in the cavity modes becomes large compared to the photon energy and 
consequently the resultant wave is intense enough to be able to excite or deexcite a large number of 
atomic dipoles (in the language of quantum mechanics: induce a large number of resonant atomic 
transitions) in any infinitesimal volume of space. For radiation that is sufficiently intense to fulfil this 
condition, Maxwell’s electromagnetic theory provides an excellent description of all light phenomena in 
terms of two mutually coupled vector waves, an electric-field wave and a magnetic field wave. These 
include all propagation phenomena through any objects and – if supplemented with the quantum theory 
of the electron – the interaction of light with matter.   


 
In many cases the vector properties of light do not manifest themselves, in these instances the 


theory can be further simplified to what has been referred to as a scalar wave theory, accounting for a 
wide range of interference and diffraction phenomena as well as imaging.  


 
When light waves propagate through and around objects whose dimensions are large compared 


to the wavelength, the wave nature of light is not readily discerned, so that its behaviour can be 
adequately described by a set of geometrical rules. This (simplest) model of light is called geometric 
optics or ray optics.   


 
Fig. I-1 
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Quantum optics accounts for all currently known light phenomena, a large fraction of which, 


however, can be adequately described by replacing the quantum theory with the simpler 
electromagnetic theory of light, allowing a more convenient treatment. Further restrictions of the range 
of phenomena allow further simplifications, leading to (scalar) wave optics and ray optics. The borders 
of validity of these models gets ever more confined (see Fig.I-1), but even the simplest model covers a 
sufficiently broad range of phenomena so that its treatment in any comprehensive course on light 
phenomena is more than justified.  


 
 
The lecture course will introduce these models in historical order, starting out from the simplest 


one. Each model is based upon a set of postulates (provided without proof), from which explanation and 
description of a number of phenomena can be derived within the frame of validity of the respective 
model. When proceeding to a more sophisticated description, the postulates of the previous (simpler) 
model will be shown to naturally follow from the next-higher-level model, justifying the representation in 
Fig. 1. The light phenomena discussed in some detail have been selected to justify the introduction of 
ever more sophisticated theories and on the basis of their importance for advanced optical techniques 
and technologies. In terms of the phenomena discussed, there will be some overlap with the 
Kursvorlesung PIII: „Wellenlehre und Optik“, however, apart from the extension towards the quantum 
theory of light (which is absent from PIII) the approach is completely „orthogonal“: in striking contrast 
with the phenomenological description of optical phenomena and devices in PIII, in this lecture course 
the theory of light will be in the focus, with its postulates and framework rigorously introduced and its 
relevance to modern optical technologies explained by means of selected examples.  


 
 
The topics covered in the course will follow those included in these lecture notes, which have 


been edited in a way so it allows grasping the essential physics even if not each of the lectures could be 
attended. Nevertheless, the text accompanying the maths and connecting the steps of mathematical 
derivations is rather succinct and therefore attendance of the lectures is highly recommended. The 
mission of this lecture course is to provide a comprehensive theoretical background accounting for the 
phenomena presented (mostly phenomenologically) in PIII and suitable for describing any effects and 
phenomena relevant to modern optical techniques and technologies rapidly proliferating in an ever 
increasing number of fields if science, technology and medicine. Many of these will be covered by a 
follow-up 3-hour lecture Photonics II: intense-laser/matter interactions for science, technology and 
medicine in the summer semester. 


  
 
The evolution of the theory of light and its treatment in this course also 
exemplifies how physics works in general:  
i) how a theory is created by means of a set of postulates,  
ii) how its usefulness and region of validity is established by testing its 


ability to give accurate account for phenomena observed in reproducible 
experiments performed under well-controlled and well-specified 
conditions,  


and  
iii) how the theory evolves to the next-higher-level model, driven by 


experimental findings that can not be explained on the grounds of the 
previous model.  


 
 


 








  


II. Ray optics   
 


 
Postulates  
   


• Light travels in the form of rays. The rays are emitted by light sources and can be observed 
when they reach an optical detector.  


 
• An optical medium is characterized by a quantity n called the refractive index. The refractive 


index is the ratio of the speed of light in free space c to that in the medium c/n. Therefore, the 
time taken by light to travel distance d equals nd/c. It is thus proportional to the product of nd, 
known as the optical path length. 


 
• In an inhomogeneous medium the refractive index n(r) is a function of the position. The optical 


path length along a given path between two points A and B is therefore  
 
 


Optical path length =  
B
A


n∫ (r) ds                                                                        (II-1)   


 
 
where ds is the differential element of the length along the path.  
 


• Fermat’s principle. Optical rays travelling between A and B follow a path such that the optical 
path length between the two points is an extremum, relative to neighbouring paths. The 
extremum may be a maximum, a minimum or a point of inflection. It is, however, usually a 
minimum, in which case light rays travel along a path of least time. 


 
  
 
Fermat’s principle dictates that in a homogeneous medium, light rays travel in straight lines, hence shadows are perfect 
projections of stops (Fig. II-1). 
 
 


 
         


Fig. II-1 
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Reflection and refraction at plane surfaces 
 
Reflection from a mirror or at the boundary between two media of different refractive index: the reflected ray lies in the plane 
of incidence, the angle of reflection equals the angle of incidence (Fig. II-2). As a consequence, planar mirrors reflect the 
rays originating from a point P1 such that the reflected rays appear to originate from a point P2  behind the mirror, called the 
image (Fig. II-3). 
 


 
Fig. II-2 
 


 


 
 


              Fig. II-3 
 
Refraction at the boundary between two media of different n: the refracted ray lies in the plane of incidence (Fig. II-4); the 
angle of refraction θ2 is related to the angle of incidence θ1 by Snell’s law 
 
n1 sinθ 1 = n 2 sinθ 2                                                                                         (II-2) 
 


 
 


        Fig. II-4 
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Exercise: Snell’s law follows from Fermat’s principle, as you can show by seeking to minimize the optical path length n1dAB  
+ n2 dBC between points A and C in Fig. II-5. 
 


 
 


Fig. II-5  
 
If the incident ray is in a medium of higher refractive index, θ2 > θ1, i.e. the refracted ray bends toward the boundary. For an 
incident angle  


θ 1 > θ c = 1 2


1
sin n


n
−               (II-3) 


 
where θc is referred to as the critical angle, Snell’s law (Eq. II-2) can not be satisfied and refraction does not occur. The 
incident ray is totally reflected (Fig. II-6) as if the surface were a perfect mirror (total internal refraction). The functioning of 
reflecting prisms and optical fibres are based on this effect  (Fig. II-7).  
 


 
 
          Fig. II-6                 
                                                               


 
          Fig. II-7 
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Focusing and imaging optics 
 
A paraboloidal mirror has a surface formed by a paraboloid of revolution (Fig. II-8). It focuses all incident rays parallel to its 
axis to a single point called the focus. The distance dPF  is called the focal length. An elliptical mirror reflects all the rays 
emitted from one of its two foci, e.g. P1, and collect them at the other focus, P2 (Fig. II-9).  
 


 
 


       Fig. II-8 
 
 


 
 
 


          Fig. II-9 
 
Spherical mirrors and lenses are easier to fabricate and align than a paraboloidal or elliptical mirror but their focusing and 
imaging capabilities are compromised, as it is apparent from the fact that incident rays parallel to the optics axis cross the 
axis at different points (Fig. II-10,11).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. II-10                                                                               Fig. II-11 
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Rays that make small angles with the axis of the mirror or of the lens (such that sinθ ≈ θ) are called paraxial rays. In the 
paraxial approximation where only paraxial rays are considered, a spherical mirror has a focusing property like that of the 
paraboloidal mirror and an imaging property like that of the elliptical mirror. In the paraxial limit, for incident rays parallel to 
the mirror’s axis, a spherical mirror of radius R acts like a paraboloidal mirror of focal length f = -R/2 by focusing them onto a 
single point F at a distance (-R/2) from the mirror centre C (Exercise). By convention, R is negative for a concave mirror and 
positive for convex mirrors, whereas rays originating from any point on the axis, e.g. P1, are collected in a single 
corresponding point P2 on the axis either by a mirror (Fig. II-12) or by a lens (Fig. II-13). The distances of the source and the 
image away from the mirror (or lens), z1 and z2, respectively, obey the imaging equation in both cases (Exercise):  
 


1 2


1 1
z z
+ =


1
f


                                                                                                                                   (II-4) 


 
where for a lens f is determined by the radii of curvature of the surfaces and the refractive index of the prism material. 
 
 
 
 
 
 
 
 
 
 
 
Fig. II-12                                                                                    Fig. II-13                                       
 
Rays originating from an off-axis point P1=(y1,z1) are reflected to a point P2=(y2,z2), see Fig. II-14, satisfying (Exercise)  
 


     2
2 1


1


zy y
z


= −                                                                                                                               (II-5) 


 
This means that rays from each point in the plane z = z1 meet at a single corresponding point in the plane z = z2, 
consequently the mirror (Fig. II-14) or the lens (Fig. II-15)  forms an image of any object in the plane z = z1 with a 
magnification of -z2/z1 in plane z = z2.  
 
 


 
 
 
Fig. II-14                                                                                     Fig. II-15                                       
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Light guides 
 
Light can be guided from one location to another, in principle, by use of a set of lenses or mirrors (Fig. II-16). In practice, 
guiding light based on total internal reflection in optical fibres, allowed by n2 < n1 ( Fig. II-17), turned out to be far superior to 
any other alternatives, thanks to the extremely low attenuation of fused silica fibres.  
 


 
 


                Fig. II-16 
 


 
 


             Fig. II-17 
 
 
Whilst description of the distribution of light in and propagation of light through optical waveguides requires a refined model: 
the electromagnetic theory of light, ray optics can predict some properties important for practical applications such as the 
cone of rays an optical waveguide is able to accept and  capture for guiding. The numerical aperture of the fibre is defined as 
the sine of the maximum angle (Fig. II-18) at which rays get captured and are subsequently guided in the core is given by  
 
 


NA 2
1sin a n n= θ = − 2


2                                                                                                            (II-6) 
 
 


 
 
Fig. II-18 
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Matrix optics 
 
Matrix optics is a technique for tracing paraxial rays. The rays are assumed to travel only within a single plane so that the 
formalism is applicable to systems with planar geometry and to meridional rays in circularly symmetric systems.  
 
A ray is described by its position y and angle θ with respect to the optical axis (Fig. II-19). These variables are altered as the 
ray travels through the optical system (Fig. II-20). In the paraxial approximation, the position and angle at the input and 
output planes of an optical system are related by the linear algebraic equations  
 
 
y2 =  A y1 + Bθ 1                                                                                            (II-7a) 
                                                                                                                                                            
θ 2 = C y1 + D θ 1                                                                                                                       (II-7b)   
 
 
Consequently, the effect of the optical system on the incident rays is described by a 2x2 matrix called the ray-transfer matrix 
 
 


2 1


2 1


y yA B
C D


⎡ ⎤ ⎡ ⎤⎡ ⎤
=⎢ ⎥ ⎢ ⎥⎢ ⎥θ θ⎣ ⎦⎣ ⎦ ⎣ ⎦


                                              (II-8) 


 
 
The ray-transfer matrix M, whose elements are A, B, C, D, characterizes the optical system completely (within the limits of 
ray optics and the paraxial approximation) because it permits (y2,θ2) to be determined for any (y1,θ1).     
 
 


 
 
              Fig. II-19 


 
 


 
 


    Fig. II-20 
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The convenience of using this matrix method lies in the fact that the ray-transfer matrix of a cascade of optical components is 
a product of the ray-transfer matrices of the individual components (Fig. II-21). Matrix optics therefore provides a powerful 
means of describing how complex optical systems transfer paraxial rays.   
 
 


 
 
       Fig. II-21 
 
 
 
Matrices of simple optical components and systems 
 
 
Free-space propagation 
 


                                                                                          


(II-9) 


 
 
  
Refraction at a planar boundary 
 
 


 


(II-10) 


 
 
 
Refraction at a spherical boundary 
 
 


 


(II-11) 
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Transmission through a thin lens 
 
 


 


(II-12) 


 
 
Reflection from a planar mirror 
 
 


 
(II-13) 


 
 
Reflection from a spherical mirror 
 
 


 


(II-14) 


 
 
 
Transmission through a set of transparent plates 
 
 


 


(II-15) 


 
 
Exercise: Using Eqs. II-11 and II-12 the focal length of a thin lens can be derived as 
 
 


 
1 2


1 1( 1)n
f R


⎛ 1
R


⎞
= − −⎜ ⎟


⎠⎝
                                                                                                           (II-16) 
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The eikonal equation 
 
The ray trajectories are often characterized by the surfaces to which they are normal. Let S(r) be a scalar function such that 
its equilevel surfaces, S(r) = const., are everywhere normal to the rays (Fig. II-22). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. II-22 
 
If S(r) is known, the ray trajectories can readily be constructed because the normal to the equilevel surfaces at a position r is 
in the direction of the gradient vector    S(r). The function S(r), called the eikonal, is akin to the potential function V(r) in 
electrostatics, with the role of the optical rays being played by the lines of the electric field E = -    V.  
To satisfy Fermat’s principle, the eikonal S(r)  must satisfy a partial differential equation known as the eikonal equation1 


 


 
 


 


22 2
2S S S n


x y z
⎛ ⎞∂ ∂ ∂⎛ ⎞ ⎛ ⎞+ + =⎜ ⎟ ⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠


                                                                                       (II-17) 


 


 
2 2S n=      (II-18) 


 
 
Fermat’s principle can also be shown to follow from the eikonal equation. Therefore, either the eikonal equation or Fermat’s 
principle may be regarded as the principal postulate of ray optics.  
  
 


                                                 
1 See e.g. M. Born and E. Wolf, Principles of Optics, Pergamon Press, New York, 6th edition, 1980. 
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III. Wave optics:  
 
Introduction 
 
It has been known since the experiments of Christiaan Huygens (1629-1695) and Thomas Young (1773-1829) that light 
propagates in the form of waves. Its speed in free space c = 3.0x108 m/s (30cm/ns or 0.3mm/ps) was measured first by 
Bernard Leon Foucault (1819-1868) in 1849. Whilst ray optics fail to account for the propagation of light through and around 
objects including those with dimensions comparable to the wavelength of light as well as propagation through multiple 
pathways, giving rise to diffraction and interference, respectively, these phenomena are straightforward consequences of the 
wave nature of light. Wave theory encompasses ray theory. Ray optics can be considered as the limit of wave optics for 
infitesimally short wavelengths and applies to light phenomena in the absence of wavelength-scale objects and multiple 
pathways. The simplest model for light wave phenomena is scalar wave theory, which describes light by a scalar function u(r, 
t), called the wavefunction and is the subject of this chapter. The theory works well unless the electric and magnetic 
components of the wave manifest themselves separately (as is the case e.g. in the reflection of a light wave from a surface 
at oblique incidence or in propagation through anisotropic media).   
 
Postulates 
 


• Light propagates in the form of waves with a speed c in free space. A transparent, 
homogeneous, isotropic medium is characterized by a single constant, its refractive index n. In 
a medium of refractive index n, light waves travel with a reduced speed c/n. 


 
• A light wave is described mathematically by a real scalar function u(r, t), which is referred to as 


the wavefunction and satisfies the wave equation, 
 


 
∂


∇ − =
∂


2 2
2


2 2 0n uu
c t


                                                                                                       (III-1) 


 
The wave equation is approximately applicable to media with position-dependent refractive indices, 
provided that the variation is slow on the scale of the wavelength. The medium is then said to be 
locally homogeneous. For such media, n is simply replaced in (III-1) by a position-dependent 
function n(r).  
 
• The mean optical intensity, defined as the cycle-averaged optical power flowing through unit 


area  
 


I (r,t ) = 2〈u 
2 (r,t )〉       ⎥⎦


⎤
⎢⎣
⎡


2cm
W                                                                                      (III-2)  


 
Time-averaging here is performed over an interval long compared to the wave cycle (~2 fs for red 
light) and short compared with the variation of the intensity. The optical power flowing through an 
area A normal to the direction of propagation of light is given by  
 


P(t ) = 
A
∫ I (r,t ) dA      [ W ]                                                                                             (III-3) 


 
Although the physical meaning of  u(r, t) is not specified in scalar wave theory, (III-2) connects it to a 
physically measurable quantity, the optical intensity. 
 
 


Monochromatic waves, frequency range of optical waves  
 
A monochromatic wave is represented by a wavefunction with harmonic time dependence, 
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u(r,t) = a(r) cos [2πνt − ϕ (r)]                                                                                                   (III-4) 
 
as shown in Fig. III-1 for a fixed position r, where a(r) is the amplitude, φ the phase, ν the frequency [cycles/s or Hz], and  ω 
= 2πν is the angular frequency [radians/s]. The spatial period of the wave called wavelength is given by λ = c/nν  
=   λ0/n, where λ0 is the wavelength in free space. 
 
 


-  - 
 ω 
 
 -ϕ
         
 
  
 
 
 
                   Fig. III-1 
 
According to the most widely accepted definition, the range of optical waves comprises three bands (Fig. III-2): ultraviolet (10 
to 400 nm), the shortest wavelength region of which is also referred to as extreme ultraviolet, visible (400 to 800 nm) and 
infrared (800 nm to 1 mm).   
 


 
 


                                   Fig. III-2 
 
 
 
Complex representation and the Helmholtz equation 
 
It is convenient to represent the real wavefunction in (III-1) in terms of a complex function called the complex wavefunction 


 


U(r,t ) = a(r) exp [ iϕ(r)] exp(−i ωt )                                                                                             (III-5) 
 
which may be written in the form 
 


U(r,t ) = U(r) exp(−i ωt)                                                                                                                       (III-6) 
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where the time-independent factor U(r) = a(r)exp[iφ(r)] is the complex amplitude. The wavefunction and the optical intensity 
therefore can be expressed with the complex amplitude as  
 


u (r,t ) = Re [ U(r) ]  =   
i te− ω


2
1  [ U (r) i te− ω + U* (r) i te ω ]                               (III-7) 


           
and 


 


I (r) = ⏐U (r)⎥ 2                                                                                                                                (III-8) 
 
 
Substituting the Ansatz (III-6) into the wave equation (III-1), we obtain the differential equation  
 
 
(    2 + k 


2) U (r) = 0                                                                                                                           (III-9) 
 
 
called the Helmholtz equation, where 
 


0
0


2 2 2k n n
c
πν π π


= = = =
λ λ


k n                                                                             (III-10) 


 
is referred to as the wavenumber, and k0 is the wavenumber in vacuum. As a wave of propagates through media of different 
refractive index, its frequency ν remains the same but its velocity and consequently its wavelength λ and  wavenumber k are 
altered. 
 
 
 
Wavefront, relation between wave optics and ray optics 
 
The wavefronts are the surfaces of equal phase, φ(r) = constant. The constants are often taken to be multiples of 2π, φ(r) = 
2πq, where q is an integer. The wavefront normal at position r is parallel to the gradient vector     φ(r). It represents the 
directions at which the rate of change of the phase is maximum and hence represents the local propagation direction of the 
light wave. This, in turn can be identified as the local ray direction in ray optics, consequently φ(r) is closely related to the 
eikonal S(r) introduced in ray optics (on page 14). Hence by substituting the Ansatz 
 
U (r) = a (r) e 


ik0S(r)                                                                                                                   (III-11) 
 
into the wave equation leads to   
 
 


 k02 [ n 2 − ⏐    S⎥ 2 ] a +     2 a + ik0 [ 2     S    a  + a    2 S] = 0     (III-12) 
 
 
From which by using k0 = 2π/λ0 we obtain 
 


⏐    S⎥ 2
2 2


2 0


2
an


a
⎛ ⎞λ


= + ⎜ ⎟π⎝ ⎠
                                                                                                          (III-13) 


 
by requiring that the real (just as the imaginary) part of the left-hand-side of (III-12) must be zero. If the wave propagates 
through and around objects with dimensions much larger than the wavelength, the amplitude a(r) varies little over the 
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distance λ0, implying that the last term on the right-hand-side of (III-13) can be neglected as compared to the first one, 
yielding 
 
 


⏐    S(r)⎥ 2 = n 2(r)                                                                                                                                          (III-14) 
 
 
This is the eikonal equation of ray optics, see (II-18), which may be regarded as the main postulate of ray optics.  
In conclusion: the scalar function S(r), which is proportional to the phase φ(r) in wave optics, is the eikonal of ray optics. The 
eikonal equation is the limit of the Helmholtz equation when λ0 → 0, hence ray optics derives – as a limiting case – from 
wave optics. This derivation also reveals that the rays in ray optics are orthogonal to the wavefronts of wave optics (see Figs. 
III-3 and II-22).  
Note that the eikonal equation is also useful in wave optics. Given n(r) we may use it to determine S(r). With S(r) known equating the 
imaginary part of (III-12) to zero, we obtain a simple differential equation for the real function a(r), the solution of which leads to the 
wavefunction.    
   


 
 
  Fig. III-3 
 
 
Elementary waves, wavevector, phase velocity 
 
A plane wave  
 
 


 U(r) = Fe 
i kr                                                                                                                                   (III-15) 


 
 
constitutes the simplest solution of the wave equation. Here F is called the complex envelope and k = (kx, ky, kz) is called the 
wavevector, the magnitude of which is the wavenumber defined by (III-10). Substituting (III-15) into (III-6) and aligning the 
axis of the Cartesian coordinate system such that the wavevector is parallel to the z axis yields the complex wavefunction of 
the plane wave in the simple form 
 


U(r,t ) = F ( )i kz te −ω =  F
( )zi t t ve ϕ


− ω −


                                                                                                  (III-16) 
 
 
The wavefunction is periodic in time with period 1/ν and periodic in space with period 2π/λ = λ and the wavefront of a plane 
wave is plane (Fig. III-4). Equation (III-16) also reveals that the wavefront propagates with a speed vϕ = c/n which is therefore 
referred to as the phase velocity of the wave.  
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      Fig. III-4 
 
 
The spherical wave  
 
 


U(r) = F
r  e ikr  F


z≈   e 
ikz e 


ik (x 2 + y 2)/ 2z                                                                                       (III-17a) 


 
  


 


Fresnel approximation: (x2 + y2)2  =       ρ  4      << 4z 
3λ                                           (III-17b) 


 
   
is another simple solution of the wave equation. The wavefronts of a spherical waves are concentric spheres, which  - far 
from the source and close to a selected propagation axis ( z-axis in Eq. III-17a) - can be approximated by paraboloidal wave 
in the Fresnel approximation (III-17b). As a matter of fact, the equation of a paraboloid of revolution is (x2 + y2)/z = constant. 
For z becoming very large the phase near the z-axis in (III-17a) approaches kz, so that the spherical wave eventually 
resembles a plane wave (Fig. III-5).  
 


 
 
 
     Fig. III-5 
 
Paraxial waves have wavefront normals that are paraxial rays. Mathematically, a paraxial wave can be constructed by 
starting out from a plane wave F exp(ikz) as a carrier wave and modulating its complex envelope gently so that it becomes a 
slowly varying function of position F(r) yielding the complex amplitude 
 
 


U(r) = F(r) eikz                                                                                                                               (III-18) 
  
 
If the variation of F(r) with position is slow within the distance of a wavelength λ=2π/k, the wave approximately maintains its 
plane wave character and the wavefront normals are paraxial rays (Fig. III-6). This implies  
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2


2
2


F F FkF k k F
z zz


∂ ∂ ∂
<< ⇒ << <<


∂ ∂∂
                                                                                        (III-19) 


 
 
Substituting (III-18) into (III-9) and neglecting ∂2F/∂z2 in comparison with k∂F/∂z and k2F, we obtain 
 
 


          F + 2ik 0F
z


∂
=


∂
                                                                                                                               (III-20) 


   
2   
T 


 
 
where        = ∂ 2/∂x2 + ∂ 2/∂y 2 is the transverse Laplacian operator. This is the slowly-varying amplitude approximation of the 
Helmholtz equation, also referred to as the paraxial Helmholtz equation.  The simplest solution of the Helmholtz equation is 
the paraboloidal wave given by (III-17a) (exercise). Its most important solution, however, is the Gaussian beam, which 
constitutes an ideal laser beam. 


   2 
  T 


 


| F | 


  
 
Fig. III-6 
 
 
 
 
 
Fourier optics 
 
Fourier optics provides a description of the propagation of monochromatic light waves based on spatial (rather than 
temporal) harmonic analysis using Fourier transformation. The central goal of this powerful formalism is to analyze the 
transmission of a light wave U(x,y,z) through an optical system between an input plane z = 0 and an output plane z = d. 
Given the linearity of the Helmholtz equation governing wave propagation, this may be regarded as a linear system whose 
input and output are the functions f(x,y) = U(x,y,0) and g(x,y) = U(x,y,d), see Fig. III-7.  
 


 
 
                     Fig. III-7 
 
To this end, we expand the input amplitude distribution of the light wave f(x,y) as a superposition of harmonic functions  
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f (x,y) = ( , )x yF k k
∞


−∞
∫ ∫ e i (kx x + kyy) dkx dky                                                                                (III-21a) 


 
where the amplitude of the harmonic functions is given by  
 


F(kx,ky) =  ( )
2


1 ( , )
(2 )


x yi k x k yf x y e dxdy
∞


− +


−∞π ∫ ∫                   (III-21b) 


 
 


Just as a temporal function f(t) can be expanded as a superposition of harmonic functions of time F(ω)exp(-iωt), an arbitrary 
spatial function f(x,y), e.g. the amplitude function visualizing the portrait of Fourier (1768-1830) in Fig. III-8 can be written as 
a superposition of the above spatial harmonic functions.  


  


  
  
 Fig. III-8 
 
Let us now find the solution of the wave equation which in the input plane has the complex amplitude distribution Fexp[i(kxx + 
kyy)]. It can be easily verified that the plane wave  
 


x yk kU (x,y,z) = F (kx,ky) ( )x y zi k x k y k ze + +      (III-22) 
 
meets these requirements, if the z-component of the wavevector satisfies  
 
 


2 2
z xk k k k= − − 2


y                                                                                                                      (III-23) 


 
where k = ω/c is the wavenumber. According to (III-22) a thin optical element of (complex) amplitude transmittance f(x,y) 
decomposes an incident plane wave into an infinite number of plane waves (Fig. III-9) with wavevectors (kx, ky, kz) and 
respective complex envelopes F(kx,ky).  


 
    Fig. III-9 
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Simple applications: diffraction grating, Fresnel zone plate    
 
When a plane wave of unity amplitude travelling in the z direction is transmitted through a thin optical element with complex 
amplitude transmittance f(x,y) = exp[i(2π/Λx)x] the wave is modulated by the harmonic function (Fig. III-10), so that the 
complex amplitude of the wave transmitted is  U(x,y,0) = f(x,y). The incident wave is converted into a plane wave with 
wavevector at θx = sin-1λ/Λx (Fig. III-10) by diffraction (exercise). As such a complex amplitude transmittance can be created 
by holographic techniques, an optical element with this transmittance is referred to as a holographic diffraction grating. It is 
easier to fabricate gratings with a non-sinusoidal, real amplitude transmittance or reflectance of spatial frequency 1/Λx (ruled 
grating), which diffract the incident wave in directions  
 


xθ = sin-1
x


q
⎛ ⎞λ
⎜ Λ⎝ ⎠


⎟                                                                                                                       (III-24) 


 
where q is an integer and called the diffraction order. Diffraction gratings are used as filters and spectrum analyzers in the 
entire optical spectral range (from infrared to x-ray wavelengths), with numerous applications in spectroscopy.  
 


 


θx = sin-1 λ /  xΛ


         Fig. III-10 
xΛ  


 
 
A thin optical element of complex amplitude transmittance  
 


 
2 2


1, 0
( , )


0,


x y
f x y f


⎧ ⎫⎛ ⎞+
π >⎪ ⎪⎜ ⎟= λ⎨ ⎬⎝ ⎠


⎪ ⎪
⎩ ⎭


                                                      (III-25) 
if   cos 


otherwise 
 
 
is known as a Fresnel zone plate (Fig. III-11) and acts as a focusing lens of focal length f (with other focal lengths for higher-
order diffraction). This is because the lowest-order harmonic component exp[-iπ(x2 + y2)/λf] of the complex amplitude 
transmittance given by (III-25) can be shown (exercise) to bend the wave at position (x,0) by θx ≈ -x/f (Fig. III-11). Fresnel 
zone plates are widely used as focusing elements for X-rays, which are either strongly attenuated or hardly refracted (due to 
n ≈ 1 at in the X-ray regime) in optical materials, so that traditional lenses based on refraction can not be employed. 
 


 
 
 
 
                           
 
 
 
 
 


 Fig. III-11 
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Transfer function of free space  
 
As the wave equation is linear, the wavefunction any linear superposition of solutions is also a solution of the equation. 
Consequently, the transmitted wave can be simply reconstructed at any position behind the input plane as 
 
 


U (x,y,z) = (kx,ky) e i (kx x + ky 
y + kz 


z) dkx dky                                       (III-26) F
∞


−∞
∫ ∫


 
 
The complex amplitude at the output plane can thus be written as  
 
 


( , ) ( , , )g x y U x y d
∞


−∞


= = ∫ ∫                                                                                                             (III-27) eikz d F (kx,ky) e 


i (kx x + kyy) dkx dky 


 
 
or equivalently 
 
  


( , )g x y
∞


−∞


= ∫ ∫                                                                                                                          (III-28) fs(kx,ky) F (kx,ky) e 
i (kx x + ky 


y) dkx dky T


 
where 
 


( , )fs x yT k k =  
2 2 2


x yz
i k k k dik de e − −=                                                                                               (III-29) 


 
 
is the transfer function of free space (Fig. III-12).  
 
 
 


 
Tfs (kx,ky) 


             Fig. III-12 
 
 
 
A transfer function T(kx,ky) can be assigned to any linear optical system, which allows the determination of the complex wave 
amplitude at the output of the system. The exponent of the transfer function of free space becomes a negative real number 
for spatial frequencies kx2 + ky2 >  k2 = (2π/λ)2. This means that free space (strongly) attenuates spatial frequency 
components exceeding the wavenumber (determined by the wavelength). Features contained in spatial frequencies greater 
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than 2π/λ in the transverse amplitude distribution can not be transmitted by an optical wave of wavelength λ over distances 
much greater than λ. 
 
 
 
Optical Fourier transform, spatial filtering  
 
Let f(x,y) be the complex amplitude of the optical wave originating from the input port of the optical system in Fig. III-13. 
 
  


 
 
 
      Fig. III-13 
 
 
f(x,y) is assumed to contain only low-frequency spatial harmonic components (kx,ky <<k) and hence the wave is decomposed 
into plane waves travelling at small angles θx ≈ kx/k and θy ≈ ky/k (paraxial approximation applies). This plane wave with a 
complex amplitude proportional to the Fourier transform F(kx,ky) is focused by the lens in Fig. III-13 into a point (x,y) in the 
focal plane of the lens, where x = θx f  and y = θy f (Fig. III-14). 
  


 
 
           Fig. III-14 
 
 
As a consequence, the complex amplitude at the point (x,y) in the focal plane of the lens is proportional to F(kx,ky), where kx 
= θxk = kx/f  and ky = θyk = ky/f, 
 
 


g (x,y) = α F ,x yk k
f f


⎛ ⎞
⎜
⎝ ⎠


⎟                                                                                                                        (III-30) 


 
and 


2


( , ) x yI x y F k k
f f


⎛ ⎞∝ ⎜ ⎟
⎝ ⎠


                   (III-31) 


 
In the paraxial approximation, the complex amplitude of light at a point (x,y) in the focal plane of a  
lens of focal lens f is proportional to the Fourier transform of the complex amplitude of a paraxial wave at an input plane in 
front of the lens evaluated at the spatial frequencies kx/f and ky/f.  
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In the Fresnel approximation (III-17b) ρ4 << 4d3λ, the proportionality factor α can be shown to introduce a ρ-dependent phase 
shift kρ2(d – f)/2f2, where ρ =(x2 + y2)-1/2. This phase shift vanishes for d = f, i.e. a lens performs a perfect Fourier transform of 
the complex light amplitude from its front focal plane to its back focal plane in the Fresnel approximation.    
As a result, a 4-f imaging system, shown in Fig. III-15 performs a Fourier-transform followed by an inverse Fourier-transform, 
so that the image is a perfect replica of the object.   
 


 
 
      Fig. III-15 
 
The 4-f imaging system can be used as a spatial light filter in which the image g(x,y) is a filtered version of the object f(x,y). 
The implementation of spatial filtering is shown in Fig. III-16. 


 
 
    Fig. III-16 
 
Spatial filtering works as follows. A plane wave travelling in the z direction is modulated by the object amplitude transmittivity 
f(x,y), Fourier-transformed by the first lens, multiplied by the transmittance of the mask p(x,y) in the Fourier plane and inverse 
Fourier transformed by the second lens. In the absence of the mask the image is a perfect replica of the object, i.e. the 
transfer function of the system is T(kx,ky) = 1. With a mask of complex amplitude transmittance p(x,y) we can realize a 
transfer function  
 


( , ) , yx
x y


kkT k k p f f
k k


⎛ ⎞
= ⎜ ⎟


⎝ ⎠
                        (III-32) 


 
This means, if we – for instance – introduce a beam stop at a point (x,y) in the Fourier plane, it will filter out the spatial 
frequencies kx,ky obeying f kx/k = x and f ky/k = y. Fig. III-17 shows a few specific examples: (a) two-dimensional low-pass 
filter, (b) two-dimensional high-pass filter, (c) one-dimensional low-pass filter. 
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Fig. III-17 
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Smoothing the intensity profile of a light beam  
 
Low-pass spatial filtering as incorporated in a beam expander in Fig. III-18 is able to efficiently remove high-frequency 
components from a structured, imperfect laser beam, playing an important role in high-power laser technology.  
 


 
 Fig. III-18 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
X-ray computed tomography  
 
Medical imaging with X-rays is concerned with the anatomical structure of the body, distinguishing between components that 
have sufficiently different absorbing power (different “density”) to X-rays.    
Conventional X-ray radiography is unable to discriminate between structures that overlap in the direction of viewing. The new 
method of image reconstruction, that of X-ray computed tomography (CT) has overcome this shortcoming and became – 
thanks to yet another application of Fourier reconstruction – a powerful medical diagnostic method.  
 
The simplest arrangement used in modern CT is the translate-rotate method (Fig. III-19). A “pencil” of X-rays scans the 
chosen layer from a number of different directions, but always in the plane of the layer.  
 
For each ray-path characterized by the coordinates Φ and r (Fig. III-19) the X-ray attenuation is obtained from the transmitted 
intensity  
 


Fig. III-19 
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Fig. III-19 
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( ),


0
s


x y ds
I I e


− μ∫
=            (III-33) 


 
where μ is the attenuation coefficient (also called “density” by workers in this field) as  
 


 ( , ) ( , )
os


Ip r x y ds n
I


φ ≡ μ = −∫ l                                                                  (III-34) 


 
p(r, Φ) for a fixed direction Φ is the function of r and the respective distribution of transmitted X-ray intensity is called 
“projection” for the given direction. The central problem of X-ray computed tomography is, how to derive the density function 
μ(x,y) by a fast mathematical operation from projections obtained at different Φ, denoted here as p(r, Φ). A two-dimensional 
Fourier-analysis outlined below delivers the solution.  
 
The subject of radiological examination, the density function μ(x,y) can be expressed – according to the Fourier theorem – as 
the superposition of sinusoidal density “waves”    
 


( )2( , ) (u,v) i ux vyx y F e du dv
∞


π +


−∞


μ = ∫ ∫                                              (III-35) 


 
where 
 


( )2( , ) ( , ) i ux vyF u v x y e dx dy
∞


− π +


−∞


= μ∫ ∫                                                                       (III-36) 


 
is the Fourier coefficients of the density function. If these coefficients can be derived from the experimentally measured 
projections p(r, Φ), the density function can be determined by a simple inverse Fourier transform (III-35). For relating these 
coefficients to the measured projections it is sensible to rotate the direction of integration in (III-36), so that they coincide with 
the r,s axes actually used in the experiment (Fig. III-19). For values of u and v fulfilling  
Φ = tan-1(v/u) for any fixed value of Φ we can then rewrite (III-36) as 
 


2( , ) iwr
r s x y e ds


∞
− π


−∞


= μ∫ ∫( , )F u v        dr                                                  (III-37)                    
tan-1(v/u)=φ 


 
where  w = (u2 + v2)1/2 denotes the spatial frequency along the r-axis corresponding to u,v along the x,y axes. Making use of 
(III-34) this can be simplified to  
 


( , )F u v                     
2( , ) ( , )iwrp r e dr P w


∞
− π


−∞


=∫= φ                                (III-38) φ
tan-1(v/u)=φ


 
where P(w, Φ) denotes the Fourier transform of the projection p(r, Φ) for a fixed value of Φ. This yields the important result 
that the Fourier components of a projection p(r, Φ) taken in a given direction Φ are the Fourier coefficients of the actual 
density function for that particular direction in the Fourier plane. This allows a complete reconstruction of the density function 
as depicted in Fig. III-20. Fourier optics is at work whenever a patient is being examined by X-ray computed tomography.    
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             Fig. III-20 
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III.  Wave optics:   
 
Paraxial waves, Gaussian beams  


Light spatially confined and transported in free space without angular spread would constitute an ideal tool for a number of 
applications. Although the wave nature of light does not permit the existence of such an idealization, well collimated 
(paraxial) light beams are predicted by the Helmholtz equation and – thanks to lasers – can also routinely produced these 
days. 
 
A monochromatic paraxial wave can be written in the form 
 


u (r,t ) = Re [F(r) e 
i(kz -ωt)]   =  ½ F(r) e i (kz -ωt) + c.c.                   (III-39) 


 
with the complex envelope F(r) satisfying the paraxial wave equation (see Eq. III-20) 
 
 


2 2


2 2 2F F Fik
zx y


∂ ∂ ∂
+ + =
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0                                                                                                 (III-40) 


 
 
Inspection confirms that the paraboloidal wave (see Eq. III-17a) 
 
 


F (r) 1F
z


=  exp
⎛ ⎞ρ


ρ = +⎜ ⎟
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2
2 2,


2
ik x 2y


z
                                                                 (III-41) 


 
 
is a solution of the paraxial wave equation (F1 is a constant). If F(r) given by (III-41) is a solution, a shifted version of it, with z 
– ξ replacing z where ξ is a constant,  
 


  F (r) 1
( )
F


q z
=  exp


⎡ ⎤ρ
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⎣ ⎦


2
, ( )


2 ( ) Rik q z z iz
q z


                                                                  (III-42) 


 
 
is also a solution. A ξ  purely imaginary, ξ  = izR  yields the Gaussian beam, which may be considered as the ideal laser 
beam, with the real parameter zR  > 0 known as the Rayleigh range. We decompose the complex function 1/q(z) = 1/(z-izR) 
into its real and imaginary part by defining two new real functions R(z) and w(z), such that   
 


λ
= +


π 2
1 1
( ) ( ) ( )


i
q z R z w z                                                                                                                      (III-43)      


 


R(z) is the wavefront radius of curvature and w(z) measures the beam width. With these new parameters the wavefunction of 
the Gaussian beam takes the form  
 


( ) ( ) ( )2 2 2/ / 20
Gaussian 0  (r) 


( )
w z ik R z i zwF F e e


w z
−ρ ρ − ϕ=


                                                      (III-44) 


with F0 = iF1/zR and w(z), R(z), and φ(z) given by  
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0
oR


R
wzw z                                                                                                            (III-48)     


 
 
The mathematical expression of the Gaussian beam contains two parameters, F0 and zR, which are determined from the 
boundary conditions. All other parameters are related to the Rayleigh range zR  and the wavelength λ. 
 
 
Properties of Gaussian beams 
 
Intensity distribution, beam radius, spot size  
 
The optical intensity I(r) = IU(r)I2  of a Gaussian beam can be inferred from (III-44) as 
 
 


( )2 22 /
2


2( , )
( )


w zPI z e
w z


− ρρ =
π


                                                          (III-49) 


 
 


Where  P = ∫∫I(r)dA is the total power carried by the beam. At each value of z the radial intensity distribution is a Gaussian 
function explaining the naming. Within any transverse plane the beam intensity takes its peak value on the beam axis and 
drops by the factor 1/e2 ≈ 0.135 at the radial distance r = w(z), which is called the beam radius.  It is minimum at the beam 
waist,  z = 0, where w(0) = w0 is referred to as the waist radius. The beam diameter 2w is called the spot size of the Gaussian 
beam. The beam radius and spot size monotonically increase with increasing distance from the beam waist (Eq. III-45; Fig. 
III-21).  
 


 


           ZR 


   Fig. III-21 
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Confocal parameter, beam divergence 
 
The rate of increase is relatively small for IzI ≤ zR  with w(zR) = 2 w0. If a Gaussian beam is focused down to a waist and 
than expands again (Fig. III-22), the full distance between the 2 w0  beam radii, within which the beam can be considered 
as nearly collimated, the depth of focus, is known as the confocal parameter of the Gaussian beam and given by   
 


2
022 R


wb z π
= =


λ
                                                                                                                                       (III-50) 


 
For IzI >> zR (often referred to as the far field of the beam), the beam radius increases at a nearly constant rate with distance 
from the waist, defining a cone with a half-angle, which – by using (III-45) and (III-48) – can be written as 
 


0w
λ


θ =
π


                                                                                                                                                           (III-51) 


 
and is called the divergence of the Gaussian beam.  
 


 
         Fig. III-22 
 
 
Phase, Gouy-effect, wavefront 
 
The phase of the Gaussian beam  
 


( )
2


( , ) ( )
2


kz kz z
R z
ρ


φ ρ = −ϕ +                                                                                                            (III-52) 


 
is composed of three terms. The first describes a plane wave. The second adds a phase given by (III-47) which adds a 
phase +π/2 at z = -∞ evolving monotonically into - π/2 at z = +∞. This phase advance, known as the Gouy effect speeds up 
the propagation of the wavefront within the Rayleigh range, giving rise to a phase velocity of the wave higher than the 
vacuum speed of light c (exercise). The third term is responsible for wavefront bending and can be shown (exercise) to 
result in a wavefront curvature equal to R(z) on the beam axis. The wavefront curvature is maximum at z = zR.  
 
 
Aperture transmission – diffraction effects 
 
The fractional power transfer for a Gaussian beam of radius w passing through a circular aperture of diameter 2a (Fig. III-23) 
is given by  
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                                                   (III-53) 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. III-23 
 
 
 
Even though an aperture with a diameter of d = πw transmits ~ 99% of the incident power, it will cause near-field diffraction 
ripples of the transmitted Gaussian beam with an intensity variation of ΔI/I ≈ ± 17% in the near field (z ≤ zR), see Fig. III-24, 
along with a peak intensity reduction of  ≈ 17% on axis in the far field (z >> zR).   
 
 


 
 
                 Fig. III-24 
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Collimated Gaussian beam propagation 
 
Over what distance can the collimated waist region of an optical beam extend, in practical terms?  
In order to optimize the length of collimated beam propagation we transmit the Gaussian beam from a source aperture of 
diameter with a slight initial inward convergence, as shown in Fig. III-25, so that the beam focuses slightly to a waist with spot 
size w0 at one Rayleigh range out, and then reexpands to the same diameter D two Rayleigh ranges (or one confocal 
parameter) out. For a 99% power transmittance, we choose 0(99%) 2D w wπ π= =  at each end. The collimated 
beam distance is then given by 
 


Collimated range 
2 2
022 R


w Dz π
= = ≈


λ πλ
                                                 (III-54) 


 
 
 
 


 
 
 


 
 
          Fig. III-25 
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Focusing of a Gaussian beam 
 


 
    Fig. III-26 
 
 
If a collimated Gaussian beam with (zR)incident  >> f is incident on a lens of focal length f along the lens axis its wavefront is 
nearly plane in front of the lens and hence the beam gets focused with its  beam waist positioned - to a good approximation – 
in the focal plane of the lens (Fig. III-26). Ray optics, which is the limit of wave optics for λ→0, predicts the spot size in focus 
to be equal to zero. This prediction goes beyond the limit of validity of ray optics and hence invalid. To determine the actual 
beam radius, we set z = 0 at the focal plane of the lens and trace Gaussian beam propagation back to the lens at z = -f , 
where the beam radius is assumed to obey  
 


 
   99% transmission through focusing lens                              (III-55) ( )D w f= π − ⇒
 
 


which, with the help of (III-45) and (III-48) yields (exercise) under the assumption of zR  << f  for the focused beam 
 
 


 0 0 # #2 2 , fd w F F
D


= ≈ λ =                                                                                                          (III-56) 


 
 


where F# is the F-number of the lens. This result is one of the important achievements of wave optics: the prediction of the 
focused spot size of an optical beam. In the limit of λ→0, the focused spot size approaches zero, in accordance with the 
prediction of ray optics. 
 
 


 
Transmission of a Gaussian beam through optical components  –  ABCD law 
 
A property that makes the Gaussian beam stand out from the solutions of the paraxial Helmholtz equation is the invariance 
of its Gaussian nature to modifications by a paraxial optical system: if a Gaussian beam is transmitted through a set of 
circularly symmetric optical components aligned with the beam axis, the Gaussian beam remains a Gaussian beam as long 
as the overall system maintains the paraxial nature of the wave.  
 
This invariance to paraxial transformations is mathematically established by the ABCD law: the q-parameters of the 
Gaussian beam,   
 
 


2
1 1;Rq z iz i
q R w


λ
= − = +


π
                                                                                       (III-57) 


 
q1 and q2, of the incident and transmitted Gaussian beams at the input and output planes of a paraxial optical system 
sketched in Fig. III-27  
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                              Fig. III-27 
 


and characterized by the (A,B,C,D) matrix [see definition by  (II-8)] are related by1  
 
 


1
2


1


Aq Bq
Cq D


+
=


+
                                                                                                                                                 (III-58) 


 
 


Because the q-parameter identifies the beam radius w and curvature R of the Gaussian beam, this simple relationship, called 
the ABCD law, governs the effect of an arbitrary paraxial system on the Gaussian beam. It is implicit in this law that the 
Gaussian nature of the beam is invariant to the transformation. This law also shows the close connection between optical ray 
theory and Gaussian beam theory, with the link being established by (III-11-14). 
 
 
Optical resonators 
 
The simplest kind of optical resonator consists of just two spherical mirrors aligned with a common optical axis (Fig. III-28). If 
the curvatures of these mirrors and their spacing fulfil the stability criteria to be introduced here and their transverse 
dimensions are large enough so that we can neglect edge-diffraction effects, then these mirrors can trap a Gaussian beam 
that builds up in a laser oscillator. The properties of stable Gaussian resonator modes and the conditions the mirrors need to 
meet for allowing these modes to build up are derived from Gaussian beam theory.  


 


 
 


       Fig. III-28 
 


                                                 
1 For a proof see e.g. A. Yariv, P. Yeh, Optical waves in crystals, John Wiley and Sons, Inc., 1984, p. 33  
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If the radii of curvature of the mirrors in Fig. III-28 are exactly matched to the wavefront radii of the Gaussian beam at those 
points and if the transverse size of the mirrors is substantially larger than the spot size of the beam at the mirrors, each of 
these mirrors will reflect the beam exactly back on itself, with exactly reversed wavefront and direction, trapping thereby the 
beam as a standing wave between the mirrors. The two mirrors thus form an optical resonator for Gaussian modes of 
selected frequency (the eigenfrequencies of the resonator).     
  
In practice, the question is often asked the other way round: given the two-mirror resonator with parameters revealed in Fig. 
III-28 determine the Gaussian beam that will just properly fit between these two mirrors. The equations from which the 
position of the waist and the Rayleigh range of the Gaussian beam can be determined are as follows: 
 
 


2


1 1
1


( ) RzR z z R
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= + = − 1           R1, R2 > 0                              (III-59a) 
for mirrors  
concave 
inward 


 
2


2 2
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= + = + 2
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                                                                                                                      (III-59b) 


 


2L z z= −                                                                                                                                                       (III-59c) 
 
Before solving the above set of simple algebraic equations, it is customary to define a pair of “resonator g parameters,” g1 
and g2, which have become standard in the theory of laser resonators since the early years of lasers: 
 


1 2
1 2


and1 L Lg g
R R


≡ − ≡ −1                                                                                                           (III-60) 


 
We can then find the trapped Gaussian beam from Eqs. (III-59a,b,c) and express the unique solution of these equations in 
terms of the g parameters: the Rayleigh length zR, which determines the waist radius w0 
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and the position of the beam waist 
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From these expression it is obvious that real and finite solutions for the Gaussian beam parameters exist only if the g1, g2 
parameters are confined to a stability range defined by  
 
 


1 20 g g≤ 1≤                                                                                                                                                    (III-63) 
 
 
And depicted by the stability diagram in Fig. III-29. 
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        Fig. III-29 
 
 
 
Alternatively, the stability of a two-mirror cavity and the position of the waist of the Gaussian eigenmode of the cavity can be 
determined by a simple graphical method outlined in Fig. III-30. 
 
 
 


 
          Fig. III-30 
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Resonance frequencies 
 
The phase of a Gaussian beam (see III-52) at the resonator mirrors at points on the optical axis (ρ = 0)  
 


1 1 1 2 2 2(0,z ) ( ), (0, ) ( )k z z z k z zφ = −ϕ φ = −ϕ                                                               (III-64) 
 
 
As the mirror surface coincides with the wavefronts, all points on each mirror share the same phase. Upon a complete round 
trip in the resonator, the Gaussian beam suffers a phase change of  
 
 


[ ]round trip 2 1 2 1 2 12 ( ) 2 ( ) ( ) 2 2 , ( ) ( )k z z z z kL z z−Δφ = − − ϕ −ϕ = − Δϕ Δϕ = ϕ −ϕ
              


(III-65)


     
In order that the beam truly retraces itself, leading to a standing wave with a stationary amplitude distribution in the resonator 
(i.e. form a mode of the resonator), the round-trip phase change must be a multiple of 2π: ΔΦround-trip = 2πq, q = 0, ±1, 
±2,….Substituting k = 2πνn/c and Δνax = c/2Ln, the frequencies that satisfy this condition are 
 
 


q axq Δϕ
ν = Δν + Δν


π ax                                                                                                                     (III-66) 


 
 
and called the Gaussian-mode eigenfrequencies of the resonator. The frequency spacing of adjacent (axial) modes is equal 
to the inverse round-trip time of the resonator.     
 
  
 
Hermite-Gaussian beams 
 
It can be shown that  
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is also solution of the paraxial Helmholtz equation, where 
 
 


2 / 2( ) ( ) , 0,1,2uG u H u e−=l l l ...=


1


                                                                                            (III-68) 
 
 
is known as the Hermite-Gaussian function of order  Here stands for a Hermite polynomial defined by the recurrence  
relation 


.l lH


 
 


1 1 0( ) 2 ( ) 2 ( ), 1,H u u H u H u H H+ −= − =l l ll 2u=                                              (III-69) 
 
 
Several low-order Hermite-Gaussian functions are sketched in Fig. III-31. 
 


 - 39 - 







III. Wave optics:  Paraxial waves, Gaussian beams 


 


 
 


            Fig. III-31 
 
 
A comparison of (III-67) with (III-44) reveals that the phase of the Hermite-Gaussian waves is the same as that of the 
underlying Gaussian wave except for an excess phase -(l+m)φ(z), which is independent of the transverse coordinates and 
hence does not affect the wavefront. Hermite-Gaussian waves have therefore the same wavefronts and are transformed by 
paraxial optical systems in precisely the same manner as the corresponding Gaussian beam. As a consequence, they are 
also modes of the same resonator trapping the corresponding Gaussian mode (with merely the respective eigenfrequencies 
being different due to the excess phase given above). The transverse amplitude and intensity distribution of a few low-order 
Hermite-Gaussian beams are shown in the following figures. The amplitude distribution of Hermite-Gaussian beams breaks 
the cylindrical symmetry of the Gaussian beam, hence their emergence can not be explained in the frame of scalar wave 
theory. It will be shown in the next chapter that light waves propagate as electric and magnetic waves coupled to each other, 
with the electric and magnetic field vectors being orthogonal to the wavefront. In paraxial waves, this means that the mutually 
orthogonal field vectors lye in the transverse plane. The Hermite-Gaussian waves are therefore also referred to as transverse 
electromagnetic (TEM) waves.      
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IV. Electromagnetic optics  
 
Microscopic & macroscopic fields, potentials, waves 


 
Heinrich Hertz’ (1857-1894) groundbreaking experiment in 1885 revealed that light is electromagnetic radiation, the 
theoretical laws of which has been previously introduced by James Clerk Maxwell (1831-1879) based on the experiments of 
Michael Faraday (1791-1867). Optical frequencies occupy a band of the electromagnetic spectrum that extends from the 
infrared through the visible to the ultraviolet (Fig. IV-1). 
 


 
                  Fig. IV-1 
 
 
Electromagnetic radiation propagates in the form of two mutually-coupled vector waves, an electric-field  wave and a 
magnetic-field wave. The wave optics theory of light addressed in Chapter III is an approximation of the electromagnetic 
theory describing light phenomena in terms of a single scalar function, the wavefunction. This approximation holds for 
paraxial waves in the absence of polarization effects related to the direction of the electric and magnetic fields. A further 
simplification leads to ray optics, as discussed before. Thus electromagnetic optics encompasses wave optics, which, in turn, 
encompasses ray optics. In this chapter we review the basics of electromagnetic theory that are relevant to optics. 
 
 
Postulates of the electromagnetic theory of light 
 


• Light is electromagnetic radiation described by two related vector fields, the electric and 
magnetic fields. 


• The propagation of light and its emergence due to (microscopic) electric charge and current are 
described by Maxwell’s equations. 


• The interaction of light with charged particles is governed by the Lorentz force and preserves 
energy and momentum.  


 
Maxwell’s equations (for time-dependent fields & in the absence of magnetic dipoles) 
 


FARADAY’S LAW                                   ∇ ∂
× =


∂
( , )  - ( , )


t
tE r B r t                                            (IV-1) 


 


AMPÈRE’S LAW (GENERALIZED)       
μ0


1
∇


∂
× = ε


∂0( , ) ( , ) + ( , )
t


t tB r J r E r t                      (IV-2) 


  


COULOMB’S LAW                                            ∇ 
0


1( , ) ( , )t = ρ
ε


trE r                                                 (IV-3) 
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ABSENCE OF FREE MAGNETIC POLES      ∇ ( , ) 0t =B r                                                                     (IV-4) 


e-


ion 
ectric field distribution and the charge distribution. Eq. (IV-4) is the mathematical manifestation of the absence 


f free magnetic monopoles. Eqs. (IV-3) and (IV-4) are also known as Gauss’s law for the electric and magnetic field, 


qs. (IV-1) to (IV-4) are also referred to as the microscopic Maxwell’s equations, because in this form the charge density 
ρ(r,t) and the current density J(r,t) incor
 


 
 


where the constants ε0 and μ0  = 1/ ε0c2 are called the electric permittivity and magnetic permeability of free space, 
respectively.  Eq. (IV-1) is the differential form of Faraday’s law of induction, describing the creation of electric field by a tim
varying magnetic flux. Eq. (IV-2) is the differential form of the generalized Ampére’s law, which describes the creation of an 
induced magnetic flux due to charge flow. Eq. (IV-3) is the differential form of Coulomb’s law, which describes the relat
between the el
o
respectively.  
 
E


porate all microscopic contributions 


( , ) [ ( )]t qα α
α


ρ = δ −∑r r tr                                                                                                                   (IV-5a) 


 
 


α α α= δ −∑( , ) ( ) [ ( )]t q tJ r v r r
α


t                                                                                                (IV-5b) 


g a charge qα, position rα(t), and velocity vα(t), irrespective of 
hether the motion of the particles are induced by the external fields or by other excitations. Hence  ρ(r,t) and J(r,t) may 
rve either as the source of radiation or be induced by it. 


The Newton-Lorentz equation  
 


 
related to the presence and motion of each particle α, havin
w
se
 
 


α 2 α α α α α α= = + ×
2


( ) [ ( ) ] ( ) [ ( ) ]dm t q t ,t q t t ,tr E r v B r                                                   


   (IV-6) 


netic component of the Lorentz force. It also allows to derive the physical units of 
e field strength from those of the length [meter], mass [kilogram], time [second], and the electric charge [Ampere x second 


ere           1 V =  1 kg m2 s-3 A-1  


ith these units the electric permittivity (also called the dielectric constant) and magnetic permeability of vacuum, can be 


 ≈ 8.85 x 10-12 As/Vm                        μ0 ≈ 1.26 x 10-6 Vs/Am                         


onservation laws, field energy, field momentum, Poynting vector 


From (IV-2) and (IV-3) we obtain 
 


F
dt


 
 
 
describes the dynamics of each particle α, having a mass mα, charge qα, position rα(t), and velocity vα(t), under the influence 
of electric and magnetic forces exerted by the field. Eq. (IV-6) serves for the definition and measurement of the field 
strengths by means of the electric and mag
th
= Coulomb] in the MKSA system of units.  
 
Unit of electric field strength E:  Volt/meter   [V/m],      wh
 
Unit of magnetic-flux density (induction) B:   [Vs/m2]       
 
W
expressed as  
 
ε0
 
 
 
C
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∂
ρ = −∇


∂
( , ) ( , )t


t
r J tr  (IV-7) 


 
 
the equation of continuity, which expresses the local conservation of electric charge. Hence Maxwell’s equations warrant the 
conservation of electric charge. The  expression of ρ and J as a function of the particle variables in (IV-5) can be shown to 
satisfy (IV-7).  
 
A continuity equation analogous to (IV-7) for the energy – after having postulated energy conservation for the interaction of 
electromagnetic fields with matter (see Postulate #3) – allows to introduce the field energy density and energy flow rate by 
comparing the new equation with (IV-7). Such a continuity equation for the energy can be derived from Maxwell’s equations 
by using the Lorentz force for describing field-matter interaction. The Lorentz force given by Eq. (IV-6) implies that for particle 
α, the rate of work done by an external electromagnetic field is qαvαE. For a current density J Eq. (IV-5b) yields that the rate 
of work done by the fields per unit volume is JE. By using (IV-2) we can express this as  
 
 


∂
ε ∇× − ε


∂
2


0 0 = (  )c
t


JE E B E E                                                                 (IV-8) 


 
By employing the vector identity 
 
 


∇(E × B) = B(∇× E) − E(∇× B)                                                                                                 (IV-9) 
 
 
and making use of (IV-1) we obtain  
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which can be rewritten as 
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∂
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r S J E                 (IV-11) 


 
where  
 


2 2 2
0


1( , ) ( )
2E tρ = ε +r E c B                                                                                                                (IV-12) 


 
and  
 


2
0( , )t c= ε ×S r E B                                                                                                                                      (IV-13) 


 
 
If we now require conservation of the total energy of the electromagnetic field + matter, a comparison of (IV-11) with (IV-7) 
yields that ρE must stand for the energy stored in the electromagnetic fields per unit volume (energy density) and the vector S 
quantifies the direction and amount of field energy flow rate per unit area. It is called the Poynting vector.    
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In a similar way, we can derive a continuity equation for the momentum of the field-matter system. By the same procedure, 
requiring momentum conservation and comparing the equation with (IV-7) yields for the momentum density of the 
electromagnetic field: 
 
                                                                                                                                   (IV-14) 0( , )t = ε ×p r E B
 
 
Macroscopic (averaged) fields versus microscopic fields, Maxwell equations for macroscopic fields 
 
In matter, charge is not evenly distributed, rather, it is concentrated in point-like particles. These particles often undergo rapid 
thermal motion. As a consequence, the microscopic fields produced by these charges vary extremely rapidly in space and 
time. The spatial variation occur over distances of the order of 10-10 m or less, whereas the temporal fluctuations evolve 
within 10-14 – 10-13 s (10 - 100 femtoseconds) owing to nuclear vibrations and within 10-17 - 10-16 s (10 – 100 attoseconds) 
owing to the motion of electrons. Macroscopic measuring devices usually average over much longer intervals in either space 
or in time. To predict the result of such a measurement, it is sufficient to average the microscopic fields spatially over a 
volume containing a large number of atoms (this applies well for ), because over macroscopic distances the 
microscopic motions are uncorrelated. All that survive are oscillations driven by the external fields. Electromagnetic 
phenomena can be well described in terms of macroscopic field variables (averaged over atomic length scales) as long as 
the wavelength of the incident light is longer and field quantities sensed by macroscopic measuring instruments 
are of interest. X-ray diffraction clearly does not fall into this category. Also, individual molecules in dense matter may feel a 
field different from the macroscopic field even in the long-wavelength limit, because the polarization of neighbouring 
molecules gives rise to an internal field  in addition to the average macroscopic field E  resulting in a total field at 
the molecule.


−≈3 24
0 10L 3m


m≈0 10L n


iE + iE E
1  


 
Following the derivation of J. D. Jackson,2 the spatially-averaged microscopic charge and current density can be expanded 
into a series of multipoles 
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where ρ0 is the (averaged) macroscopic charge density 
 
 
 


0
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                                                                   (IV-c) 


 
 
 
 


 
1 J. D. Jackson, Classical Electrodynamics, Third Edition, 1999, John Wiley & Sons, Inc, p. 160. 
2 J. D. Jackson, Classical Electrodynamics, Third Edition, 1999, John Wiley & Sons, Inc, pp. 248-258. 
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J0 is the macroscopic current density3 
 
 


0
(free) (molecules)
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tJ q qα α α
α


= δ − + δ −∑ ∑r v r r v r r                                                     (IV-d) 


 
 
P is the macroscopic polarization  
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n
t = δ −∑P r p r r                                                                                                           (IV-e) 


 
 
M is the macroscopic magnetization 
 
 


(molecules)
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n
t = δ −∑M r m r r                                                                                                               (IV-f) 


 
 
Q is the macroscopic quadrupole density 
 
 


(molecules)
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and the molecular multipole moments are given by 
 
 


MOLECULAR CHARGE                                 
( )


n
n


q α
α


= ∑                                                                          (IV-h) 


 
 


MOLECULAR DIPOLE MOMENT                    
( )


n n
n


qα α
α


= ∑p r                                                                (IV-i) 


 


MOLECULAR MAGNETIC MOMENT                 
( )


( )
2 nn n


n


qα
αα


α


= ×∑m r v                                          (IV-j) 


 
 


MOLECULAR QUADRUPOLE MOMENT4      
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Q qα αα
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= ∑ r r                                   (IV-k) 


                                                 
3 The subscript “0” will be omitted from ρ0 and J0 in later discussions, for simplicity. 
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Coordinates for the nth molecule. The origin O’ is fixed in the molecule (usually it is chosen at the centre of mass). The αth 
charge has coordinate rαn relative to O’, while the molecule is located relative to the fixed (laboratory) axes by the coordinate 
rn.   
 
 
For the convenient description of electric and magnetic phenomena, the macroscopic displacement vector 
 
 


= ε + −0( , ) ( , ) ( , )t tD r E r P r t ∇Q( , )tr  + …..                                                                                     (IV-m) 
 
 
and the macroscopic magnetic field  
 
 


= −
μ μ0 0


1 1
+( , ) ( , ) ( , ) ...t t tH r B r M r                                                                                                          (IV-n) 


 
 
have been introduced as auxiliary quantities. The contributions beyond P and M are almost invariably negligible. 
 
 
 
Optically-induced charge displacement, generalized polarization, electric dipole approximation, constitutive law 
 
 
Landau and Lifshitz5 have pointed out that it is not really meaningful in the optical region to express J and ρ in terms of 
multipoles as given by (IV-a) and (IV-b), because the usual definition of multipoles are unphysical. It is more expedient to 
write the macroscopic current as 
 


                                                                                                                                                         
4 The molecular quadrupole moment has a nonzero trace according to this definition. Making it traceless introduces an additional term in 
the expression of the macroscopic charge density (see p. 257 in J. D. Jackson, Classical Electrodynamics, Third Edition, 1999) 
 
 
 
.  
5 L. D. Landau and E. M. Lifshitz, Electrodynamics in Continuous Media, Pergamon Press, New York, 1960, p. 252. 
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∂
= +


∂0 gen, )( ( , )t t
t


J r J P r                                                                                                                           (IV-p) 


 
 
which, with (IV-7), implies   
 
 


ρ = ρ − ∇0 gen, )( ( ,t) tr P r                                                                                                                        (IV-q) 


 
 
where Pgen is referred to as the generalized electric polarization incorporating all contributions to a macroscopic displacement 
of charges driven by the optical fields with J0 and ρ0 representing a possible dc current density and a static charge density 
respectively. Note that Pgen also includes possible contributions of free charges (electrons), the magnitude of the oscillating 
displacement of which at optical frequencies does not substantially differ from that of their bound counterparts. Eq. (IV-q) 
ensures that the current induced upon polarizing the medium with the field obeys continuity. With (IV-p,q) and (IV-7) the 
Maxwell equations take the form  
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                                               (IV-2’) 


  


                            ∇ (                                                                                      (IV-3’) ε0 ( , )+ ( , )gent tE r P r
 
                                               ∇ ( , ) 0t =B r                                                                                                    (IV-4’) 
 
 
 
The difference between the generalized electric polarization Pgen  and the electric-dipole polarization P is that Pgen is a 
nonlocal function of the electric field, whereas P is local. For optical frequencies and moderate field strengths, the electric-
dipole contribution dominates in (IV-a) and (IV-b) and the magnetic dipole and higher-order multipoles can be neglected 
(Exercise)6 so that Pgen = P, which we refer to as the electric dipole approximation. In what follows, we assume electric 
dipole approximation, unless otherwise stated. 
 
If a light wave propagates in matter, its electric field tends to induce microscopic dipole moments. The density of these 
induced atomic or molecular dipoles aligned with the electric field E(r,t) is referred to as the macroscopic polarization vector 
P(r,t). In the case of a linear and instantaneous response (which is a good approximation in the limit of low electric field 
strengths and far from absorption lines, i.e. resonances, and consequently in the absence of dissipation) the polarization 
vector is related to the electric field by the linear relationship 
 
 


ε= χ0( , ) ( , )tP r E r t


                                                


                                                                                                                      (IV-15) 
 
 
with χ being a second-rank tensor called the electric susceptibility tensor (or briefly dielectric tensor). The connection 
between the polarization and field vector is referred to as the constitutive law. Eq. (IV-15) constitutes the constitutive law for a 


 
6 By using the expressions of the molecular multiple moments given by (IV-i)-(IV-k), show that for r�n /λ << 1 and for v�n /c << 
1, the electric-dipole contribution is dominant in the multipole expansion of the spatially-averaged microscopic charge 
densities.   
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medium with linear, instantaneous response. For an isotropic medium, the electric susceptibility tensor becomes a scalar 
quantity χ, implying that the induced dipoles are aligned parallel with the direction of the electric field:   
 
 


0( , ) ( , )t χε=P r E r t                                                                                                                       (IV-16) 
 
 
The macroscopic current and charge densities in (IV-p) and (IV-q) now takes the form   
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and 
 


0( , )tρ =r ρ  −∇P(r,t )                                                                                                                             (IV-18) 
 
 
Replacing now in the continuity equation of energy (IV-10) the microscopic field variables by their macroscopic counterparts 
as well as the microscopic current density by the macroscopic current density as given by (IV-17) and (IV-16), allows to 
obtain the continuity equation for the energy in terms of macroscopic field variables (under the assumptions leading to (IV-
16): 
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which – in the convention that the field does work only on the free electrons – leads to the modified expression for the field 
energy density 
 
 


2 2 2
0


1( , ) ( )
2E rtρ = ε ε +r E c B                                                                                                                  (IV-12’) 


 
 
where εr = 1+ χ is called the relative permittivity of the medium. Note that in (IV-10’) the time average of J0E = 0 if E is a 
purely optical field without dc component.   
 
Substituting (IV-17) into (IV-2), differentiating the equation with respect to time and expressing the time derivative of B(r,t) 
with E(r,t) by using (IV-1) we obtain 
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c t t
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whereas substitution of (IV-18) into (IV-3) yields   
 
 
∇(ε0E + P)                                                                              (IV-20) = ρ0
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In the absence of dc current and static charge, by use of well-known vector identities7 Eqs. (IV-19) and (IV-20) result in   
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where we have permitted a spatial variation of the electric susceptibility χ = χ(r), implying a spatially varying relative 
permittivity εr(r) = 1+ χ(r). If the susceptibility varies in space at a much slower rate than E(r,t), i.e. εr(r) does not vary 
significantly within a wavelength distance, the third term in (IV-21) may be neglected in comparison with the first and we 
obtain the wave equation   
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                                                        (IV-22) 


 
 
A similar equation can be derived for the magnetic component of the light fields. A comparison with (III-1) reveals that n = 
εr1/2 is equivalent to the refractive index postulated in ray optics and wave optics. Now, we understand, why we had to 
postulate n to be a slowly-varying function of r in order for the scalar equation properly describing light wave propagation in 
the framework of scalar wave theory. 
 
 
 
 
Boundary conditions  
 
In optics, we often encounter situations in which the optical properties (characterized by n) change abruptly across surfaces. 
From (IV-1) and (IV-4) follows that the tangential components of the electric field  E and the normal component of the 
magnetic field B, respectively, are always continuous functions of position. From (IV-2) in the absence of free currents 
(including microscopic ones leading to magnetism) and (IV-3) in the absence of free charges it follows that the tangential 
component of B and the normal component of εrE are continuous, respectively.  
 
 
 
 
Vector and scalar potentials, gauge invariance, Lorenz gauge, Coulomb gauge   
 
 
In regions of space, where the refractive index is continuous, light wave propagation is described by solving (IV-21) or – if 
εr(r) varies slowly in space – (IV-22). With the electric field wave known, the magnetic field wave can be determined from  
(IV-1). Here, we introduce, auxiliary field quantities, so-called potentials, which permits an alternative approach and often 
provide a more convenient means of deriving the electric and magnetic fields of light waves from Maxwell’s equations.  
 
Equations (IV-4) and (IV-1) suggest that E and B can be written in the form  
 
 


= ∇×( , )  ( ,t )tB r A r                                                                                                                            (IV-23a) 
 


 
7 ∇× (∇× a) = ∇(∇a) − ∇ 2a 
   ∇a⋅b = a∇b + b∇a 
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∂
= − − ∇Φ


∂
( , ) ( , ) ( ,t )t t


t
E r A r r                                                                                               (IV-23b) 


where A is a vector field, called the vector potential, and φ is a scalar field, called the scalar potential. An obvious benefit 
from introducing A and φ is that Eqs. (IV-1) and (IV-4) are automatically satisfied. Substituting the potentials into (IV-2) and 
(IV-3) and utilizing once again the same vector identity7 yields 
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It follows from (IV-23a) and (IV-23b) that E and B are invariants under the following gauge transformation 
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where f(r,t) is an arbitrary function of r and t. The redundancy in the potentials can be reduced by the choice of the gauge 
condition which fixes ∇A (the value of ∇x A is already determined by Eq. IV-23a). The most-commonly used gauge is the 
Lorenz gauge defined by  
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It can be proven that it is always possible to find a function f(r,t) in (IV-25) such that (IV-26) will be satisfied for A’ and φ’. In 
the Lorenz gauge, the potential equations take a symmetric form 
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which are relativistically invariant, i.e. they keep the same form after a Lorenz transformation. The covariant notation reveals 
this property automatically. With ∂μ = {(1/c)(∂/∂t), ∂/∂x, ∂/∂y, ∂/∂z) and the four-vectors Aμ = { Φ/c, Ax, Ay, Az} and Jμ = { cρ, 
Jx, Jy, Jz} associated with the potential and the current, respectively, Eqs. (IV-18) and (IV-19) take the form ∑ ∂μ Aμ = 0 and 
∑ ∂ν∂νAμ = (1/ε0c2)Jμ, respectively. 
 
For a medium with refractive index n = [1 + χ(r)]1/2 that varies slowly in space and in the absence of dc current and static 
charges, by use of (IV-16), (IV-17), (IV-23b) and (IV-24b) we obtain the wave equation for the vector potential 
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using the gauge  
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29) 
 
The standard procedure for describing light wave propagation is now as follows. First we solve the wave equation (IV-28), 
then we substitute the solution A(r,t) into (IV-29) to calculate φ(r,t) and with the potentials known, the electric and magnetic 
fields can be determined by using (IV-23).  
 
For transverse electromagnetic fields it is often useful to introduce the Coulomb gauge 
 
 


∇A(r,t) = 0                                                                                                                                                             (IV-30a) 
 
 
 
(IV-24a,b) simplify to 
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According to Helmholtz’s theorem,8 any vector fields can be written as a sum of two components, one of which has zero 
divergence and one of which has zero curl. For the current density, the sum is written  
 
 
                                                                                                                                                            (IV-30d) T= +J J JL


                                                


  
 
where  
 
 


 
8 G. B. Arfken, H. J. Weber, Mathematical Methods for Physicists, Fourth Edition, Academic Press, San Diego, 1995. 
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∇ = 0
T


J and                                                                                                     (IV-30e) ∇× = 0LJ
 
JT is called the transverse or solenoidal component and JL is the longitudinal or irrotational component. The same definition 
and nomenclature applies to the other field vectors. For example, it is evident that the magnetic field B is determined by the 
transverse part of the vector potential, AT. The Coulomb gauge definition in (IV-30a) identifies A as wholly transverse, with 
the longitudinal part completely transformed away. With the use of these definitions and the assumption of the Coulomb 
gauge condition (IV-30a), the complete field equation (IV-30c) is readily separated into its transverse and longitudinal parts 
as 
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and  
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                                                                                                                                           (IV-30g) 


 
 
 
The vector potential is thus determined by the transverse part of the current density, whereas the scalar potential satisfies 
both Eqs. (IV-30b) and (IV-30g), and its elimination from the two gives 
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∇ = − ρ


∂L t
J                                                                                                                                                      (IV-30h) 


  
 
 
which is the equation of charge conservation. The electric field can also be divided into transverse and longitudinal parts: 
 
 
  


∂
= − = −∇Φ


∂
andT t
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whereas the magnetic field B is entirely transverse. The great advantage of the Coulomb gauge for the radiation field and its 
interaction with charges and currents lies in the clean separation of the field equations into two distinct sets. It is widely used 
in the quantization of the radiation field. 
 
 
 
Plane-wave approximation, energy density and flow rate (intensity) in a light wave, connection between intensity 
and electric field strength, impedance of free space  
 
 
Well collimated (paraxial) light beams can often – in first approximation – be treated as plane waves, which can be 
expressed as  
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⎦                                                                                    (IV-30) 


and constitute the simplest solution of the wave equation (IV-28). The dispersion relation k = ωn/c connects the wavevector k 
(oriented along the z axis in the present case) with the oscillation frequency of the wave. Because the divergence of the 
vector potential A(r,t) is zero, (IV-29) yields Φ = 0 and the electric and magnetic field of the plane wave is determined from 
(IV-23) as  
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with the complex field amplitudes given by Ex = iωAx and By = ikAx, yielding the connection of   
 
 
By = (n/c) Ex                                                                                                                                         (IV-31c) 
 
 
between the amplitudes of the magnetic and electric fields. As a consequence, both the electric and the magnetic field of a 
plane wave is polarized in the plane perpendicular to the direction of propagation, such a wave is referred to as a transverse 
electromagnetic (TEM) wave.  
 
It is instructive to calculate the ratio of the magnetic to the electric component of the Lorentz force exerted to a charged 
particle by a plane electromagnetic wave propagating in free space (n = 1): 
 
 
Fb/Fe =  vn/c                                                                                                                                                (IV-31d)  
 
 
where vn is the normal component of the particle’s velocity to the magnetic field vector. From (IV-31d) we conclude that the 
magnetic component of the Lorentz force is negligible compared with the electric component for  v << c  and becomes 
significant only if the charged particle moves at a speed comparable to that of light. This implies that the interaction of light 
with matter can be described in terms of the electric field of a light wave unless the field strength is so high that an electron 
can acquire a kinetic energy comparable to its rest energy (≈ 0.5 MeV) within one oscillation cycle from the light field.                     
 
Analogously to (IV-30) a plane wave with a vector potential of complex amplitude Ay polarized along the y axis also 
constitutes a plane-wave solution of the wave equation. Because (IV-28) is linear, the (vectorial) sum of the two waves of 
complex amplitude Ax  and Ay also constitutes a solution. The vector potential (just as the electric field vector) of the TEM 
plane wave  
 


ˆ ˆcos( ) cos( )x x y yA t A= ϕ − ω + ϕ − ωA x y t                                                 (IV-32) 


 
 
describes an ellipse as a function of time, at any position in space, the wave is said to be elliptically polarized. Important 
special cases (dictated by the ratio of IAxI/IAyI and on the difference φx  - φy) include the linear and circular polarizations.  
 
The time-averaged value of the field energy density given by (IV-12’) of a plane electromagnetic wave can be expressed as  
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The time-averaged Poynting vector [see Eq. (IV-13)] gives the direction and magnitude of the time-averaged electromagnetic 
energy carried by the TEM plane wave through unit cross-sectional area per unit time   
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By making use of the connection (IV-31c) between the electric and magnetic field amplitude, we find that the time-averaged 
field energy is evenly distributed between the electric and magnetic fields: 
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and the TEM plane wave carries energy along the direction of its wave vector k with a time-averaged  intensity 
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where  
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is known as the impedance of the medium and 
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is the impedance of free space. This simple formula is analogous to the expression of the power P dissipated by a sinusoidal 
voltage of amplitude U0 applied to a resistance R  


 - 58 - 







IV. Electromagnetic optics   microscopic & macroscopic fields, potentials, waves 


 
 


2
01


2
UP
R


=                                                                                                                                    (IV-37) 


 
 
and with the value of the electric field amplitude IExI substituted in units of V/cm yields the intensity in units of W/cm2.   
 
 
 
Paraxial electromagnetic waves, relation between electromagnetic optics and scalar wave optics 
 
 
The paraxial wave is a wave whose wavefront normals make small angles with the optical axis. There exist electromagnetic 
waves with this property, too. The vector potential of such a wave can be modelled as  
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i kz tt u t F e c−ω= = +A r n r n r c                                                                  (IV-38) 


 
 
where n is a unit vector in some direction in the xy plane and F(r) fulfils the paraxial approximation (III-19) and obeys the 
paraxial scalar wave equation (III-20). If so, the paraxial vector wave given by (IV-38) will obey the paraxial vector wave 
equation that can be derived from (IV-28) in the same way as the paraxial scalar wave equation (III-20) was derived from the 
scalar wave equation.  
With the solution (IV-38) we can construct the electric field of a paraxial light wave by first making use of  (IV-29) to yield   
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and then substitute (IV-39) into (IV-23b) 
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where  k = ωn/c = 2π/λ. If A is transverse to the z-direction, the electric field vector is polarized mainly in the x-y plane with a 
small longitudinal component arising from the second term in the brackets of (IV-40).  
 
 
 
The paraxial vector wave given by (IV-38) behaves locally as a TEM plane wave carries energy approximately parallel to the 
optical axis, the intensity I ≈ IExI2/2Z.  A scalar wave of complex amplitude U = IExI/(2Z)1/2 may be associated with the 
paraxial electromagnetic wave so that the two waves have the same intensity and the same wavefronts. The scalar 
description is an adequate approximation for treating problems of interference, diffraction and propagation of paraxial waves 
when polarization is not a factor. Take, for example, the Gaussian beam with small divergence angle. Most questions 
regarding the intensity, focusing by lenses, mirrors, interference may be satisfactorily addressed within the frame of scalar 
wave theory. However, U and E do not satisfy the same boundary conditions. Problems involving reflection or refraction at 
boundaries, transmission of light through dielectric waveguides, or questions about the direction of fields naturally call for the 
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electromagnetic theory of light. But electromagnetic theory offers more than just extend the number of light phenomena that 
can be adequately described. It also simplifies the theory of light in that the number of new postulates (beyond those being 
used in other fields) has been reduced. For instance, electromagnetic theory of light sheds light on the origin of the refractive 
index (the polarizability of matter). This opens the way to developing models for calculating the refractive index for any 
material of known composition on the basis of a unified microscopic model of matter. This unified microscopic model will be 
the quantum theory of the electron, to be discussed later. As a further simplification, the intensity of a light wave does not 
have to be postulated (as it was done in scalar wave theory) but follows from requiring energy conservation.   
 
 
 
Electric and magnetic fields of a Gaussian beam 
 
The paraxial vector wave given by (IV-38) describes a Gaussian electromagnetic beam if  F(r) =  FGaussian(r) from (III-44). 
Supposing that the electric field of the Gaussian beam is (dominantly) polarized along the along the x-axis, the vector 
potential of the Gaussian beam can be written as  
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where  F00(r)  = FGaussian(r), as given by Eqs. (III-44)-(III-48), with the subscripts referring to the lowest-order Hermite-
Gaussian beam. The magnetic field of the beam can be calculated (exercise) by using (IV-23a):  
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where we have ignored ∂F00(r)/∂z compared with kF00(r) in the spirit of the slowly-varying envelope (or paraxial) 
approximation. The magnetic field is polarized primarily along the y axis but has a small z component as dictated by Gauss’s 
law (IV-4). By use of (IV-40) we obtain (exercise) the electric field – to the same degree of approximation – as  
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Expressions (IV-42) and (IV-43) also apply to higher-order Hermite-Gaussian beams by simply replacing F00(r) with Flm(r) for 
the beam of order l,m in the above expressions. Two plots of E at constant t are shown in Fig. IV-2 for the Gaussian beam 
for two different values of the normalized beam radius w0/λ at the beam waist. 
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2w0  ≈  λ 
 


 
 
 
 


 
 
 


2w0  ≈ 1.5λ 
 
Fig. IV-2                                                          
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Microscopic radiation sources, the field of an oscillating dipole  
 
So far we have been concerned with the solution of Maxwell’s equations in the absence of free charge and free currents. 
These constitute the sources of the fields described by the scalar and vector potentials in Eqs. (IV-27). Their temporal 
variation is responsible for electromagnetic radiation. In what follows, we shall focus on the implications of temporally-varying 
charge and current densities localized to a small volume in space. Outside this volume the scalar potential Φ can only be 
static because of the conservation of charge within the volume and hence radiation can only emerge through the vector 
potential being induced by the temporally varying current density in (IV-27b). Using Green’s theorem it can be shown9 that in 
the absence of boundaries, the solution of the inhomogeneous differential equation (IV-27b) takes the form 
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The Dirac δ-function ensures causality. For a harmonically-varying current density  
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the vector potential takes the form 
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with its complex amplitude given by  
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where k = ω/c. Having determined A(r), the complex amplitudes of the emerging harmonically-oscillating magnetic and 
electric fields can be obtained from (IV-23a) and (IV-2)  outside the radiating volume (where J = 0) as  
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In what follows we focus on the case of a source smaller than the wavelength: kd < 1, where d stands for the characteristic 
linear size of the source. At a distance IrI = r (from the source) large compared with the wavelength, kr >> 1, which is called 
the far field, we can utilize in the exponent of (IV-48) the approximation   
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9 J. D. Jackson, Classical Electrodynamics, Second Edition, 1975, John Wiley & Sons, Inc. 
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(where n = r/r is the unit vector aligned with r), whereas in the denominator we may use  
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assuming that the source is at the origin of the coordinate system, i.e. r’ < d . The use of these approximations in (IV-48) lead 
to   
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If the size of the source is small compared with the wavelength, the exponent can be expanded in a Taylor series, yielding 
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Equation (IV-53) is referred to as the multipole expansion of localized current distribution. If kd << 1 applies, only the first few 
terms ( the lowest-order multipoles) in the expansion make significant contribution to the radiated fields, because the nth term 
in the series scales with (kd)n. The lowest-order term in (IV-53) is given by 
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and is valid not only in the far field, but anywhere outside the source. 
A simple partial integration yields 
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where we have introduced the complex amplitude ρ(r) of the oscillating charge ρ(r,t) = ½ ρ(r)exp(-iωt) + c.c. and utilized that 
it obeys the continuity equation: 
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The complex amplitude of the vector potential now takes the form 
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where 
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is the complex amplitude of the electric dipole moment vector of the oscillating charge distribution. By using (IV-49) the 
electric and magnetic fields of the oscillating electric dipole can be expressed as 
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The magnetic field is always normal to the r vector, whereas the electric field also has a component parallel to it. In the far 
field 
 


2


3
0


( ) ( )
4


ikre
rc


ω
= ×


πε
B r n p                                                                                                          (IV-60a) 


 
 


( ) ( )c=E r B r n×                                                                                                                                       (IV-60b) 
 
 
both fields are orthogonal to the radial direction as shown in Fig. IV-3.    
 


 


 


p 
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               Fig. IV-3 
 
 
Fig. IV-4 shows the electric field lines of the solution (IV-59b) for the electric dipole moment positioned at the origin of the 
Cartesian coordinate system and aligned parallel with the x axis. The plots (a) and (b) show the field at two time instants, 
separated by Δt = π/2ω. The resemblance to the Gaussian beam solution is unmistakable. This is not a surprise, because 
the Gaussian beam solution is obtained from the radiating dipole solution by applying the paraxial approximation and by 
removing the singularity at the origin by an imaginary translation of the source.       
 
The next higher-order term in the expansion (IV-53) for n = 1 can be shown to result in contribution from the magnetic dipole 
moment and the electric quadrupole moment of the oscillating charge distribution.  
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              Fig. IV-4  
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Nonlinear polarization, light modulation and frequency conversion  
 
 
Under “everyday” circumstances, the electric field of a light wave induces a dipole density called polarization that in a 
lossless and dispersionless medium is connected with the electric field of a light wave by the linear constitutive law given by 
(IV-15). For very strong field strengths this simply linear relationship between the applied field and the dipole moment 
induced by the field may not hold true and the term linear in E needs to be supplemented with an additional induced 
polarization vector PNL that depends in a nonlinear manner upon the strength of the light field  
 
 


( , ) ( , ) ( , )L NLt t= +P r P r P r  t                                                                                                    (IV-61) 
 


( , ) ( , ) ( , )L NL
i i iP t P t P t= +r r r  


 
 
where the subscript i stands for one of the three Cartesian components of the field vector and PL is the polarization vector 
increasing linearly with the electric field strength. In order to express the nonlinear polarization vector with the light electric 
field in a general manner, we assume that the electric field vector can be represented as a sum of a number of 
monochromatic waves  
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Where En is the complex amplitude and Fn is the complex envelope of the wave of frequency ωn and wave vector kn. Both En 
and Fn are dependent on the spatial coordinate r, with Fn usually exhibiting only a small variation over a distance comparable 
to the wavelength (slowly-varying envelope approximation). For convenience, we introduce the notation  
 
1 1( ); ( )
2 2n n n= ω = ωE E F F n                                                                                    (IV-63) 


 
to eliminate ½ and its powers in the subsequent expressions and extend the notation to negative frequency components 
 
 


( ) * ( ); ( ) * ( )n n n−ω = ω −ω = ωE E F F n                                                                (IV-64) 
 
 
which allow us to write (IV-62) in the more compact form 
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where the summation is to be extended to all frequencies including the negative ones. This together with (IV-64) ensures that 
the sum results in a real quantity. 
With this notation the nonlinear polarization can be expanded in a series of ascending powers of the applied field and the 
complex amplitude of its i-component be expressed with the applied fields in a similar manner as the linear component 
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where the coefficient χ(n) is the nth-order nonlinear susceptibility, an (n+1)th-rank tensor, and χ(1) is the second-rank linear 
susceptibility tensor, which was introduced in its simplest, frequency-independent form by Eq. (IV-15). The linear 
susceptibility tensor has – in the most general case – three independent components: in what is called the principal 
coordinate system of the propagation material only the three diagonal elements of χ(1) are different from zero. The MKSA unit 
of the nth-order nonlinear susceptibility is (m/V)n-1. An obvious consequence of the nonlinear response of matter to strong 
light fields is the emergence of induced polarization components at new frequencies  
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where the new frequencies emerge at all possible sums of those of the applied fields (including the negative ones!) 
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This Taylor expansion of the nonlinear constitutive law converges only if terms of increasing order decrease in magnitude. 
We shall now estimate under which conditions this is the case. One might expect that the magnitude of the lowest-order 
correction term P(2) becomes comparable to the linear response PL when the amplitude of the applied field E is of the order of 
the characteristic atomic electric field strength 
 
 


2
0 0


1
4at


eE
a


=
πε
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where e is the electron charge and a0 is the Bohr radius, which is the radius of the most-strongly-bound orbit of the electron 
in Bohr’s model of the hydrogen atom. It can be expressed with Planck’s constant   
 and the electron’s mass and charge as 
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yielding for the characteristic atomic electric field strength 
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The ratio of the lowest-order nonlinear to the linear response, or that of two subsequent contributions to the nonlinear 
response can now be expressed as 
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The power series in (IV-66b) can be approximated by the first few lowest order terms when the expansion parameter κ fulfils 
the condition 
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Eq. (IV-73) establishes the range of validity of (IV-66b) and justifies the perturbative description of the nonlinear response of 
matter to an external electric field, hence defining the range of perturbative nonlinear optics.    
 
The intensity of a light wave corresponding to the electric field strength can be obtained by using (IV-34) here for free space 
(n = 1) 
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For intensities substantially lower than 1015 W/cm2, the above perturbative approach generally gives an accurate account of 
nonlinear optical phenomena in atoms with a binding energy comparable to or larger than that of the electron in the ground-
state of hydrogen, approximately 15 eV, (which served as a basis for deriving the above criterion). In condensed matter, the 
binding energy of valence electrons is typically much lower, resulting in ionization and subsequent breakdown at intensity 
levels typically a couple of orders of magnitude lower. Hence the optical breakdown sets a practical limit to reversible 
nonlinear optics in solid materials at intensity levels of the order of 1015 W/cm2.  
 
Note that a 10-Watt laser beam delivered by a powerful continuous-wave laser gives rise to an intensity of  109 W/cm2 when 
focused down to a spot diameter of 1 micrometer. Hence the investigation and exploitation of nonlinear optical phenomena 
usually require not only spatial but also temporal confinement of light energy, i.e. short-pulsed radiation.    
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The implications of the induced nonlinear polarization become apparent by substituting the generalized constitutive law given 
by (IV-61) and (IV-66) into the wave equation. Here we shall use the wave equation derived for the electric field (IV-19) 
rather than those obtained for the potentials (IV-27) simply because the constitutive law relates the polarization vector 
directly to the electric field rather than to the latter auxiliary quantities. Decomposing the induced polarization P  into a 
component scaling linearly and nonlinearly with the strength of the applied fields, PL and PNL, respectively, and assuming – 
for the sake of simplicity – a lossless, dispersionless and isotropic propagation medium, so that the constitutive law for the 
linear component takes the form PL = ε0χE, substitution of (IV-61) into (IV-19) yields in the absence of dc current (J0 = 0) 
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which, by making use of εr  = 1+ χ can be simplified to 
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When the relative permittivity εr does not vary significantly over length scales comparable to the wavelength, the last term in 
(IV-21) can be neglected and we arrive at a more common form of the wave equation for the electric field in the presence of 
an induced nonlinear polarization  
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                                                                               (IV-77) 


 
 
This equation has the form of a driven (inhomogeneous) wave equation; the nonlinear polarization acts as a source term 
appears on the right-hand side of this equation. In the absence of this source term, the equation admits solutions of the form 
of free waves propagating with a phase velocity c/n where n = εr1/2 is the refractive index of the medium. The nonlinear wave 
equations (IV-76) or (IV-77) together with the constitutive law in the perturbative limit of nonlinear optics provide a powerful 
mathematical framework for the description of a wide range of nonlinear optical phenomena. 
 
 
 
Second-order nonlinear susceptibility χ(2) : second harmonic generation, sum- and difference-frequency mixing, 
optical parametric amplification 
 
The second-order nonlinear susceptibility χ(2)  is nonvanishing if and only if the medium is noncentrosymmetric and gives rise 
to a number of important nonlinear optical effects. 
 
 
 
Second-harmonic generation 
 
Consider an intense light wave of frequency ω1 propagating in the z direction and with its electric field polarized along the x 
axis 
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where the wave vector has the magnitude k1 = ω1n(ω1)/c. The second-order nonlinear polarization induced along the x axis 
at a frequency ω2 = 2ω1, according to (IV-66b), given by 
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Substituting (IV-79) into the wave equation introduces a polarization wave carried at a frequency ω2 and with a wave vector 
of magnitude 2k1. This polarization wave will generate an electric field wave  
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with a wave vector of magnitude k2 = ω2n(ω2)/c and at a frequency ω2 = 2ω1, i.e. at the second harmonic of the input light 
wave E1. Because κ << 1 below the ionization (optical breakdown) threshold, the amplitude of the induced polarization wave 
is typically very small. Consequently, the electric field wave driven by this polarization wave can build up and attain a 
sizeable amplitude and intensity only over an extended propagation length L >> λ. The coherent buildup of the output wave 
is generally severely compromised by a phase mismatch between the harmonic wave source wave and the harmonic wave 
Δk = k2 - 2k1 = ω2 [n(ω2)- n(ω1)]/c, which is a direct consequence of the frequency dependence of the refractive index. For the 
growth of the output wave with the propagation distance L the wave equation (IV-77) yields (Exercise) 
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with the output intensity scaling as   
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The intensity of the harmonic wave stops growing at  Lc = π/Δk, also referred to as the coherence length of the harmonic 
generation process. Beyond this propagation length the harmonic emission produced by the induced dipoles adds 
destructively to the accumulated harmonic wave and decreases its amplitude and intensity.  
 
Due to the frequency-dependence of the refractive index – briefly, dispersion – Δk is always nonzero if the electric wave 
driving the polarization wave and the new wave are polarized along the same direction. However, the anisotropy of crystals 
can be utilized to circumvent this problem. By inducing the polarization wave orthogonally to the electric field vector of the 
driving wave upon exploiting a component of the nonlinear susceptibility tensor χijj(2) so that  i ≠ j the polarization wave and 
the harmonic wave will propagate with a wavevector 2k1 = ω2nj(ω1)/c and k2 = ω2ni(ω2)/c, respectively. Because the refractive 
indices nj(ω1) and ni(ω2) are to be taken for different polarization directions in an anisotropic crystal, they can be equal in 
spite of dispersion, resulting in Δk = 0, called phase matching. 
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Phase-matched second harmonic generation is an important technique for converting the coherent radiation of lasers to 
shorter wavelength radiation. With intense ultrashort (nano- to picosecond) light pulses conversion efficiencies up to 80% 
can be achieved.    
     
 
Sum-frequency generation 
 
For two different waves of frequencies ω1 and ω2  the second-order polarization response may also result in efficient 
generation of radiation at ω3 = ω1 + ω2 , if the wave vector k1 + k2 of the polarization 
wave 
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is matched to that of the output wave of ω3 by exploiting crystal anisotropy. Here χeff(2) stands for the effective susceptibility 
for the selected input-wave and output-wave polarizations including also summations over permutations of the input fields 
according to (IV-66b). 
  
 
Difference-frequency generation and parametric amplification 
 
Consider the case of two input waves at frequencies ω3  and ω1  such that ω3 > ω1 and let us induce 
the polarization wave 
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which drives a third wave at the difference frequency ω2 = ω3 - ω1 
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We can now distinguish two distinctly different operation regimes.  
 
IF1I ≈ IF3I → difference-frequency generation 
When the two input waves are comparable in strength, phase-matched difference-frequency mixing results in the efficient 
build-up of the wave at ω2 with energy being coupled from both input waves into the new driven wave in a balanced manner, 
similarly to the power coupling in sum-frequency generation.  
 
IF1I << IF3I → optical parametric amplification  
When the wave of ω3 is much more intense than that of ω1, after an initial buildup of the wave of ω2 this becomes 
comparable in strength to that of frequency ω1. As a consequence, together with the strong (pump) wave at ω3 it creates a 
polarization wave  
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at ω1 = ω3 – ω2. If the wave mixing process is phase-matched this polarization wave drives and boosts the power of the ω1 
wave in the same way as the polarization wave P2 drives and builds up the ω2 wave. Consequently, the strong ω3 input wave 
serves as a pump for building up the ω2 wave and amplifying the weak input wave at ω1 simultaneously. The latter process is 
referred to as optical parametric amplification (often abbreviated as OPA) and is a powerful technique for the efficient 
amplification of either broadband (i.e. ultrashort-pulsed) or tunable laser radiation (ω1) by means of an energetic laser pulse 
(ω3).  
 
 
Second-order nonlinear susceptibility χ(2) : phase and amplitude modulation and switching of light by means of the 
electro-optic effect  
 
 
A second-order nonlinear polarization induced by an optical (high-frequency, ω1) and a static (dc) electric field  
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oscillates at the same frequency ω1 as the linear polarization, hence the two components can be combined to a single 
polarization wave 
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of frequency ω1 and the second-order contribution makes a small contribution to the refractive index  
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that is dependent on the static field Edc. Here the coefficient reff is the respective linear electro-optic coefficient (depending on 
the direction of Edc), the defining equation of which is Δηij = rijk Ek, where the tensor ηij  = (1 + χ(1))-1ij  is called the 
impermeability tensor1. In the coordinate system, where the impermeability tensor is diagonal, its principal values are ηi = 
1/ni2 = 1/(1 + χ(1)ii), where i = x, y, or z. The impermeability tensor is very useful in describing light wave propagation through 
anisotropic media. The prime in (IV-89) indicates that the linear electro-optic (or Pockels) effect may – depending on the 
crystal symmetry – have rotated the principal axes and i’ denotes the new principal axis.  
 
The electro-optic effect provides the most efficient and most widely-used means of modulating the phase and the amplitude 
of light. Let’s consider the specific case of a KDP crystal with nx = ny = no (called the ordinary index) and nz = ne (called the 
extraordinary index). By applying a dc field Ez along the z axis the principal coordinate system of the crystal is rotated about 
this axis by 45 degree, yielding the refractive indices for light polarized along the new x’ and y’ axes 
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1 For more details, see e.g. A. Yariv, P. Yeh, Optical waves in crystals, John Wiley & Sons, 1984. 
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where for rxyz = ryxz often the contracted notation r63 = rxyz = ryxz is used. With this contracted notation, the phase shift induced 
by the applied voltage to a light wave propagating along the z axis with its electric field vector polarized along the  induced 
birefringence axes x’ and y’ can be written as 


where for rxyz = ryxz often the contracted notation r63 = rxyz = ryxz is used. With this contracted notation, the phase shift induced 
by the applied voltage to a light wave propagating along the z axis with its electric field vector polarized along the  induced 
birefringence axes x’ and y’ can be written as 
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Phase modulation of light  
 
We can now exploit this electro-optic effect for modulating the phase of a light beam Ein = Fcosωt polarized e.g. along the x’ 
axis as shown in Fig. IV-5 at the output as  
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       Fig. IV-5 
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Amplitude modulation and switching of light 
 
If the electro-optic crystal is sandwiched between crossed polarizers parallel to the x and y axes, respectively (i.e. rotated by 
an angle of 45 degree with respect to the induced birefringence axes x’ and y’) the electro-optic effect can be used for 
amplitude modulation and of light transmitted through this apparatus (Fig. IV-6).  In this case the input wave Ein = Fcosωt is 
decomposed into two equally strong components polarized linearly along the x’ and y’ axes, the latter of which suffers a 
phase retardation with respect to the former:    
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where V= EzL is the applied voltage and  
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is the voltage causing a phase retardation of π between the two waves in the crystal and is referred to as the half-wave 
voltage. The half-wave voltage for a z-cut KDP crystal at λ0 = 800 nm is about 11.7 kV.  
For Γ = π the input polarization is rotated by 90 degree and the wave is completely transmitted through the second polarizer.  
Switching on and off the half-wave voltage changes the transmittivity of the system between 100% and zero, resulting in 
switching of a light wave. For modulating the amplitude of the transmitted wave (instead of switching it on and off), we can 
apply a bias voltage Vbias = Vπ/2  together with the modulation voltage V(t). This results in modulation of the transmittivity and 
hence of the amplitude of the transmitted wave as shown in Fig. IV-7.  
 


 


 
                     Fig. IV-6 
 


 
 
                            Fig. IV-7 
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Fig. IV-8 shows a completely different implementation of amplitude modulation and switching based on the electro-optic 
effect in an integrated-optic Mach-Zehnder interferometer.  
 


 
 
                                                  Fig. IV-8 
 
 
 
Third-order susceptibility χ(3) : nonlinear index of refraction, self-phase modulation, self focusing of laser light  
 
 
One of the most obvious implications of the third-order term in the Taylor expansion of the nonlinear polarization is the 
emergence of the third harmonic ω3 = 3ω1 of the input wave (ω1) driving the polarization wave. However, the practical 
importance of this effect is rather limited, because the same radiation can be much more efficiently produced by cascading 
two phase-matched χ(2)  processes: second harmonic generation to yield ω2 = 2ω1  and sum-frequency mixing of the ω2 and 
the remaining part of the fundamental at ω1 to result in ω3 = ω2 + ω1 = 3ω1. All the more important is another χ(3)-based 
nonlinear effect which gives rise to an intensity-induced change of the refractive index by mixing three waves of frequencies 
ω, ω, and -ω. 
 
Consider a light wave propagating along the z axis with its electric field vector polarized along the x axis as given by  
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Where, for the sake of simplicity, the coordinate system is aligned to be equivalent to the principal axes of the (possibly 
anisotropic) propagation medium. The constitutive law (IV-66b) along with the intrinsic permutation symmetry χ(3)xxxx(ω,ω,-ω) 
= χ(3)xxxx(ω,-ω,ω) = χ(3)xxxx(-ω,ω,ω) yields for the polarization wave at the same frequency and polarized along the same (x) 
direction  
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The total (linear + nonlinear) polarization density induced along the x axis is then given by  
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The expression within the brackets may be regarded as a generalized (complex) susceptibility with the field-induced 
contribution giving rise to a small and generally complex correction of the refractive index, the real (Δn) and imaginary 
(Δα/2k0) part of which can be derived from 
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as 
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are referred to as the nonlinear-index coefficient (often also: nonlinear refractive index) and two-photon absorption coefficient 
of the propagation medium. Eqs. (IV-99) reveal that the real part of χ(3)xxxx(ω,ω,-ω) introduces a small change of the refractive 
index that scales with the intensity of the light wave. This phenomenon is known as the optical Kerr effect. The imaginary 
part of χ(3)xxxx(ω,ω,-ω) on the other hand gives rise to a small absorption coefficient that is proportional to the light intensity, 
consequently the amount of absorbed light in unit propagation length scales with the square of the light intensity, which is 
indicative of two photons inducing the respective atomic transitions. This latter process is likely only if the frequency of the 
incident radiation is close enough to bandgap of the transparent propagation medium so that this bandgap can be overcome 
by two photons. For large-gap materials such as quartz or fused silica (bandgap ~ 10 eV) two-photon absorption requires 
ultraviolet photon energies and hence the imaginary part of χ(3)xxxx(ω,ω,-ω) vanishes in the visible spectral range. 
 
For large-gap materials at intensity levels safely below the damage threshold 
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The refractive index can only be changed in the fourth digit behind comma even with intense laser light. 
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Nevertheless even this small change results in the accumulation of a substantial phase shift over a relatively short 
propagation 
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e.g. Δn = 10-4 implies a nonlinear phase shift Δφnonlinear = 2π for a propagation distance as short as L = 8 mm for λ = 800 nm.  
In a pulsed laser beam, the intensity is dependent on both time and the radial coordinate, resulting in a temporally and 
radially dependent nonlinear phase shift. Former leads to self-phase modulation of the propagating laser pulse whereas the 
latter implies self focusing.  These effects are often undesirable and – if uncontrolled – may lead to severe problems such as  
damage to optical components in high-power laser systems.     
 
This nonlinearity is of electronic origin, occurs as the result of the nonlinear response of bound electrons to an applied optical 
field. Because the light frequency in a transparent wide-gap material is far from resonances, the response is small but 
extraordinarily fast. The characteristic response time of this process is the time it takes for the electron cloud around the 
nucleus to become slightly distorted (giving rise to a small dipole moment induced by the field) in response to an applied 
optical field. This response time can be estimated as the oscillation period of the electron density in an excited atom. This 
can be assessed by noting that the modulus square of the wavefunction of the electron occupying its ground state (of energy 
E0) and with some finite probability its first excited state (of energy E1) takes the form  
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where ψ0 and ψ1 are the wavefunctions of the electron in the ground and the first excited state. The oscillation period is 
determined by the energy gap ΔE = E1 - E0 between the ground state and the first excited state as  
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Where 1 femtosecond = 1 fs = 10-15  s. For quartz, with a bandgap of ΔE ≈ 10 eV we obtain a response time of  400 
attoseconds  (1 as = 10-18 s) for the nonlinear index of refraction (as well as for other nonlinearities of electronic origin). This 
response time amounts to a tiny fraction of the field oscillation period of visible light, hence much faster than the fastest 
changes in the cycle-averaged intensity of optical radiation. As a consequence, the nonlinear index of refraction of electronic 
origin has a virtually instantaneous response to even the fastest changes of optical radiation. This fact provides the basis for 
the operation of state-of-the-art ultrashort-pulse (femtosecond) laser technology (see Chapter VIII: Ultrafast optics, Photonics 
II).    
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Concepts of optical signal processing and optical communications 
 
 
Electronic components allowing to control electric currents with electric currents (or voltages) and  integration of a large 
number of such elements on small silicon chips permitted the development of  electronic circuits for analog and digital data 
processing and their breathtaking evolution over the last few decades, respectively. Analogously, controlling light by light is 
the key to optical signal processing. Light control by light relies on interaction between two light beams, which is feasible only 
in the presence of a nonlinear optical effect.  
 
The nonlinear index of refraction (optical Kerr effect) appears to be one of the most promising optical nonlinearities for use in 
creating the basic elements of future optical computers.  
 
 
All-optical switching, optical transistor  
 
One of the conceptually most simple realization of an all-optical switch is the nonlinear Mach-Zehnder interferometer 
containing a medium with a nonlinear index of refraction (Fig. IV-9). The transmittivity of this system for the input light beam 
(signal beam to be controlled) is given by  
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where L is the interaction length of the (weak) input beam and the (strong) control beam in the active medium of nonlinear 
index n2 and Icontrol  stands for the intensity of the control beam. Depending on the bias phase φ0 and the magnitude of  Icontrol, 
this system may serve as an on-off switch or as an amplitude modulator: the intensity of the signal beam at the output can be 
switched on and off or modulated by the temporal variation of Icontrol. The concept can also be implemented in an anisotropic 
nonlinear optical fibre with the legs of the interferometer and the output mirror being played by two polarizations and a 
polarizer, respectively (Fig. IV-10). 
 
 


 
 
           Fig. IV-9 
 
 


 
 
                            Fig. IV-10 
 
 
We may also use a nonlinear Fabry-Perot interferometer (a nonlinear medium sandwiched between two mirrors of reflectivity 
R that are aligned normally to the optical axis of the signal beam) for the same purpose. The transmittivity of this device can 
be written as 
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where F = πR1/2(1-R)-1 is called the finesse of the interferometer. For a high value of F a small variation of the intensity of the 
control beam can result in a large variation in the TFP and hence in the intensity of the transmitted signal beam, which implies 
a high differential gain and constitutes an optical transistor.  
 
 
Bistable optical devices 
 
A bistable (or two-state) system has an output that can take only one of two distinct stable values, no matter what input is 
applied. Switching between these values may be achieved by a temporary change of the level of the input (Fig. IV-11). 
  


 
 
                    Fig. IV-11 
 
 
Sophisticated digital electronic systems contain a large number of interconnected basic units: switches, logic gates and 
memory elements (flip-flops), which are based on bistable circuits. The bistable optical devices to be discussed below can – 
similarly to their electronic counterparts – be used as optical gates and flip-flops as the basic building blocks for future optical 
computers. 
 
Optical bistability can be achieved if the output of an all-optical switch (e.g. a nonlinear interferometer discussed above) is 
fed back (by use of mirrors, for example) to control the transmission of the switch (Fig. IV-12). 
 
 


 
                                                 Fig. IV-12 
 
 
If it is the output intensity Io that controls the transmittivity T of the device, we arrive at the relationship Io =T(Io)Ii, which 
yields the input-output relation for a bistable optical system as 
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If T(Io) is a nonmonotonic function, such as the bell-shaped function shown in Fig. (IV-13a), Ii will also be a nonmonotonic 
function of Io, implying that Io will be a multivalued function of Ii, as illustrated in Fig. (IV-13b,c). The system therefore 
exhibits a bistable behaviour as depicted in Fig. IV-14. 
 
 


 
                 Fig. IV-13 
 


 
                                                Fig. IV-14 
 
 
According to Eqs. (IV-105) and (IV-106) both the nonlinear Mach-Zehnder interferometer and the nonlinear Fabry-Perot 
interferometer exhibit a transmittivity that is a nonmonotonic function of the intensity of the control beam, hence use of the 
output beam (or a fraction of it) as a control beam (Figs. IV-15 and IV-16) by means of a suitable optical feedback results in 
the bistable behaviour qualitatively sketched in Figs. IV-13 and IV-14. 
 


 
 
                Fig. IV-15 
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                  Fig. IV-16 
 
 
 
 
Optical interconnections, analog signal processing  
 
In electronic computing systems interconnections are made by use of conducting wires, coaxial cables or conducting 
channels within integrated circuits. Optical interconnections may similarly be realized by use of integrated optical 
waveguides. However, it appears to be much more powerful to implement interconnections by free-space light beams, an 
option that does not exist in electronics. Conventional optical components (e.g. lenses, prisms) are used in numerous optical 
systems to establish optical interconnections with unparalleled density (up to 1000x1000 points/mm2 achievable; a million 
nonintersecting and properly insulated wires or channels would be required for this to be implemented electrically!!) and may 
be used to create interconnecting maps with simple patterns (Fig. IV-17). 
 
 
  


 
 
                 Fig. IV-17 
 
 
 
Another unique feature of optical interconnections is that interconnection maps can also implement analog computing 
operations. Multiplication is achieved by transmitting the light through a transparency or a modulator, in coherent processors 
the complex amplitude is multiplied by the complex amplitude transmittance of the transparency. Addition is achieved by 
routing beams to the same point in the output plane. With the combination of these two elementary operations a number of 
discrete and continuous operations are feasible with simple optical components such as spherical and cylindrical lenses. 
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Fig. IV-18 
A Fourier-transform (up to two dimensions) can also be implemented by a simple f-to-f imaging (Fig. IV-19). The 
recognition of optical wave propagation leading to a Fourier-transform in a natural manner has played an 
important historic role in motivating the use of optics for signal processing and computing. 
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                                              Fig. IV-19 
 
 
The Fourier-transform capability of an optical interconnection map enriches further the list of mathematical operations that 
can be performed in analog optical processing. These include differentiation, convolution and cross-correlation 
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A large stock of discrete and continuous mathematical operations on arrays of variables or on two-dimensional functions may 
be realized by combinations and cascades of the above operations. The power of optical analog processors lies in the high-
degree or parallelism and the large size of interconnection maps. On the negative side, analog computing has a reduced 
accuracy and dynamic range (as compared to digital one) and is suitable principally for computational tasks that are 
insensitive to error. Promising application fields include broadband signal processing, radar signal processing, image 
processing and machine vision, artificial intelligence and neural networks. 
 
Computer-generated holographic transparencies (or reflectors) constitute the most powerful and most general technology for 
creating high-density optical interconnection maps. Here it is utilized that a phase grating exp(ikxx+ ikyy) causes a tilt of the 
transmitted (or reflected) plane wave by angles sin-1kx/k ≈ kx/k 
and  sin-1ky/k ≈ ky/k as illustrated in Fig. (IV-20). 
 
 


 
                     Fig. IV-20 
 
 
A general holographic interconnection map can now be created by an array of phase gratings of different periodicities and 
orientations as depicted in Fig. (IV-21). If the grating segment located at position (x,y) has frequencies kx = kx(x,y) and ky = 
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ky(x,y) the angles of tilt are approximately kx/k and  ky/k so that the beam transmitted or reflected by the transparency at 
position (x,y) hits the output plane at a point (x’,y’) satisfying 
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                                   Fig. (IV-21) 
 
 
Optical interconnections in microelectronics 
 
Advances in high-speed high-density microelectronic circuitry and the emergence of parallel processing architectures have 
created communication bottlenecks so that interconnections have become a major problem. In very-large-scale integrated 
circuits (VLSI), interconnections occupy a large portion of the available chip area. Optical interconnections offer a number of 
basic advantages over their electronic counterparts in terms of  
 


• Density: 3D instead of 2D, no need for insulation. 
 
 
• Delay: delay always 3.3ps/mm, in electronics inversely prop. to capacitance/length, which   
                  depends on the number of interconnections branching from an interconnect 
 


 
• Bandwidth: density not affected by bandwidth requirements in contrast with electrical  
                          Interconnections 
 
 
• Power: impedance matching in electronics consumes a lot of power, in optical interconnections,  
                  only the electric-to optical and optical-to-electric conversion efficiencies determine the   
                  power requirements 
 
 


These advantages have led to a great deal of r&d efforts aiming at replacing electrical with optical interconnections in 
microelectronics. A possible optical interconnection architectures using lights sources (LEDs or diode lasers) and electro-
optic modulators are depicted in Figs. IV-22 and IV-23. A hologram may route an external light source to detectors on a chip 
for clocking purposes as shown in Fig. IV-24. 
 
 


 
             Fig. (IV-22) 
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                                 Fig. (IV-23) 
 
 
 
 


 
 
                                     Fig. (IV-24) 
 
 
 
 
 
 
All-optical digital computing 
 
 
An optical digital computer can be built by mimicking the electronic digital computer in that electronic gates and memory 
elements are replaced by optical ones and electronic interconnections are replaced by waveguides in integrated optics. 
However, such an approach would not exploit some basic differences between photonics and electronics, which could give 
photonics decisive advantages.  
A large number of points in two parallel plains can be optically interconnected by a large 3D network of free-space global 
interconnections established by use of a custom-made hologram. Using this technical capability, one might envisage an 
optical computing system in which a two-dimensional array of N optical gates (N = 106, for example) are interconnected 
holographically (Fig. IV-25). The machine could be programmed or reconfigured by changing the interconnection hologram. 
The level of parallelism is many orders of magnitude higher than conceivable with electronic processors.      
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                      Fig. IV-25 
 
 
This capability for ultrahigh-degree of parallelism comes together with the potential of much higher speed and lower 
switching energy of optical gates as depicted in Fig. IV-26.  
 
 
Ultimate speed limits of optical signal processing  
 
 


 
Fig. IV-26 
 
 
In optics, pulses with durations down to 10fs are available for switching operations, orders of magnitude shorter than the 
shortest electrical pulses. To exploit this potential, however, we shall have to address broadband optical pulse propagation, 
which we shall do at the end of this chapter.  
Potentially, the switching energy of optical gates can be as low as attojoules, again, orders of magnitude lower than in 
semiconductor electronics. Analysis of the ultimate switching energy requires quantization of the electromagnetic field and 
we will return to this question in the framework of quantum optics. Exploitation of the above degree of parallelism N = 106, 
operations in parallel and a switching time of 100fs would result in 1019 bit operations per second. This would exceed the 
processing speed of the human brain by approximately a factor of a thousand and the largest currently available electronic 
computer by many orders of magnitude. 
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Optical communications 
 
 
Until recently, virtually all communications systems have relied on the transmission of information by radio-frequency (rf) and 
microwave signals over electric cables or on rf and microwave electromagnetic radiation propagating in free space. This is 
remarkable because light appears a more natural choice as a carrier of information given the fact that – unlike radio waves – 
it did not have to be discovered. The lack of light sources with the capability of switching on and off radiation at a high rate 
and the lack of low-loss transmission systems delayed the development of this technology by more than hundred years with 
respect to the invention of the light bulb, the first electrically controlled light source. The recent spectacular advances of fibre-
optic communications have their roots in two critical inventions: (i) the development of semiconductor-based incoherent and 
coherent light sources (LEDs and diode lasers, respectively) and (ii) the development of ultralow-loss optical fibers. 
 
The generic lay-out of a fibre-optic telecommunication systems is shown in Fig. IV-27. 
 


 
 
                  Fig. IV-27 
 
Key technologies in optical information transmission include multiplexing and light modulation. Multiplexing is the 
transmission and retrieval of more than one signal through the same communication link. The most-widely-used approach is 
currently wavelength-division multiplexing (WDM), in which carriers of distinct, well-separated wavelengths are modulated by 
different signals to be transmitted (Fig. IV-28). At the receiver, the signals are identified by use of filters tuned to the carrier 
wavelengths (Fig.  
IV-29). 


 
 
                       Fig. IV-28 


 
 
                Fig. IV-29 
 
 
The information carried by the optical wave is most-frequently transmitted in the form of a sequence of binary bits, “1” and 
“0”. Depending on the type of modulation used, these bits can be represented by 
 


• the presence or absence of light: on-off keying (OOK) 
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or 
 


• two distinct values of the frequency: frequency-shift keying (FSK) 
 
in a sequence of time-slots as depicted in Fig. IV-30.  
 


 
 
                                          Fig. IV-30 
 
 
The information transmission rate in units of bit/s is equal to the inverse of the time slots carrying 1 bit information: 
 
 


Data transmission rate [in bit/s] 1
Duration of time slot/bit


=                                        (IV-110) 


 
 
The shorter the time slot needed for transporting 1 bit information (henceforth briefly: carrier duration)   the larger amount of 
information can be transmitted per unit time. Propagation effects set a limit to the shortest carrier duration in fibre-optic 
communication systems. The most severe effect limiting the carrier duration is related to the broadening of a wavepacket due 
to a frequency-dependent group velocity, which is briefly referred to as dispersion. Dispersion has different sources and 
magnitudes in different types of fibers shown in Fig. IV-31. 
 


 
               Fig. IV-31 
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The most important parameters of  a dielectric waveguide with circular symmetry (briefly: fibre) are the refractive indices of 
the core and the cladding, n1  and  n2 (< n1), respectively. In general, light can propagate in a number of different modes in 
the optical waveguide, which possess different transverse field distributions. The number of modes guided is determined by 
the fibre V parameter  
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where a is the core radius and Δ = (n1 - n2)/n1 is the fractional refractive index change, which is usually very small (weakly 
guiding fibre), Δ = 0.001 to 0.02.  
 
Step-index fibre with V >> 1. A large number of modes (M ≈ V2/2) can propagate (multi-mode fibre), each of which has a 
different group velocity satisfying   
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When a light pulse is guided in many modes of different group velocity and travels a distance L, it undergoes different delays, 
leading to a spreading over a time interval    
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Which is referred to as modal dispersion of the fibre. 
 
For a graded-index fibre with V>>1 and parabolic index profile one obtains 
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Hence the modal dispersion of a graded-index fibre is by a factor of Δ/2 smaller than that of a corresponding step-index fibre.  
 
Single-mode fibers are characterized by V < 2.405 (the smallest root of the Bessel function J0) and guide all the light in a 
single mode of well-defined group velocity. Hence modal dispersion is eliminated. Pulse broadening merely occurs due to the 
finite optical bandwidth of the wave because the group velocity is wavelength dependent. A short optical pulse of spectral 
width Δλ spreads to a temporal width 
 
 


DΔτ ≈ Δλ L                                                                                                                                      (IV-115) 
 
 
where D is the dispersion coefficient in units of (ps)(km)-1(nm)-1. At the wavelength of  λ0 = 1.55 μm, where the attenuation of 
the fused-silica fibre is minimum (0.16dB/km), the dispersion is ≈ 20 ps/km-nm (Fig. IV-32). Hence a light pulse with an initial 
duration of 10 ps and bandwidth of ≈0.4nm @  λ0 = 1.55 μm would broaden to ≈ 800 ps after travelling a distance of 100 km 
down a single-mode fibre.    
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               Fig. IV-32 
 
 
This effect appears to introduce an ultimate limitation to the minimum carrier duration and hence maximum data transmission 
rate applicable for communication over a certain distance to be bridged without signal refreshment (by repeaters). The 
analysis in the next section aims at showing how this apparently ultimate limitation in optical telecommunication can be 
overcome by exploiting linear and nonlinear propagation effects in optical pulse propagation in fibers.  
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Theory of optical pulse propagation, dispersive and nonlinear effects, 
pulse compression, solitons in optical fibers  
 
 
General pulse propagation equation 
 
Optical pulse propagation just as any other optical phenomenon is governed by Maxwell’s equations. For the description of 
optical pulse propagation we assume the electric field of a short light pulse to propagate along the z axis and to be linearly 
polarized along the x axis and write in the form 
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where a(z,t) is the temporal envelope, F(x,y) is the spatial envelope of the light wavepacket (henceforth briefly: pulse), ν0 = 
ω0/2π is the carrier frequency and k0 = ω0n(ω0)/c determines the carrier wavelength (as λ0 = 2π/k0) of the wavepacket. In a 
waveguide, F does not depend on the z coordinate but may vary significantly on the length scale of the wavelength (e.g. in a 
single-mode fibre). In free space, F is a slowly-varying function in a paraxial (e.g. Gaussian) laser beam, but depends 
(weakly) also on z due to the divergence of the beam. The light pulse will have to be a solution of the nonlinear wave 
equation (IV-77) in the general case of high intensities: 
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However, the equation in this form is only valid for a medium with instantaneous response characterized by a constant, 
frequency-independent refractive index or for radiation that is sufficiently narrow-band so that n = constant is a good 
approximation within the bandwidth of the radiation. For short pulses this may not hold and a more general treatment is 
required. Introduction of the frequency-dependence of the refractive index calls for description in the Fourier domain. By 
approximating the paraxial wave with a plane wave we set F(r) = 1. The field and nonlinear polarization can then be written 
as  
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where the Fourier spectrum of E(r,t) can be expressed with that of a(z,t) as  
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By substituting (IV-119) into (IV-118a) and the new expression into (IV-117) we obtain the propagation equation in terms of 
the quantity a(z,ω) (the slowly-varying field amplitude in the frequency domain): 
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where 
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allowing us to take the frequency-dependence of the refractive index into consideration.  
 
 
Dispersion 
 
We next expand k(ω) in power series about ω0  
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is the inverse group velocity  (which will be explained later) and 
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accounts for its frequency dependence to first order, which is referred to as the group velocity dispersion. 
Substituting the approximate expression   
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into the wave equation (IV-120) yields 
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We now convert this equation back to the time domain. To do so, we multiply this equation by exp[-i(ω-ω0)t] and integrate 
over all values of ω-ω0. We obtain 
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This is the nonlinear optical pulse propagation equation in the approximation of the frequency dependent wavenumber k(ω) 
to second order in its power expansion (IV-122).  
 
 
Optical Kerr effect  
 
The dominant nonlinearity in short pulse propagation is often introduced by the optical Kerr effect (nonlinear index of 
refraction) because it does not rely on phase matching between waves of different frequency (such as frequency mixing 
processes) for the nonlinear effect to monotonically growth with propagation distance. For this case Eqs. (IV-95) and (IV-96) 
and the assumption of an instantaneous response of the optical Kerr effect yield the nonlinear constitutive equation in the 
form 
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Upon substitution of this expression into the nonlinear pulse propagation equation, we obtain 
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Next we convert this equation to a retarded frame specified by the coordinates z’ and τ defined by 
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so that 
 


 
∂ ∂ ∂
= −


∂ ∂ ∂τ1'
k


z z
               and              


∂ ∂
=


∂ ∂τt
 


 
 
with which the nonlinear pulse propagation equation in the new coordinate system  
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takes the form 
 
 


⎛ ⎞ ⎛χ ω∂ ∂ ∂ ∂ ∂
− + = − + +⎜ ⎟ ⎜∂ ∂ ∂τ ω ∂τ∂τ⎝ ⎠ ⎝


2(3) 22
201 2


2 2
0 0 00


31 1
' 2 ' 2 8


xxxxiik iki ia a
z k z k k c


⎞
⎟
⎠


a a                                               


 
 
which, with the approximation k1/ k0 ≈ 1/ω0  and by reintroducing z instead of z’ can be written as  
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Slowly varying amplitude approximation (in space and in time) 
 
Here we introduce two approximations, the slowly-varying amplitude approximation in space  
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and the slowly-varying amplitude approximation in time  
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The nature of these approximations is very different: whilst Eq. (IV-132) holds if the variation of the electric field amplitude 
and hence the pulse shape is small upon travelling a distance equal to the carrier wavelength, Eq. (IV-133) expresses that 
the pulse is long enough so that its electric field amplitude varies little – at any position – within the carrier oscillation period. 
Whereas the first approximation is to be fulfilled by the propagation medium, the second one is to be met by the pulse itself. 
 
 
Nonlinear Schrödinger equation 
 
With the slowly-varying approximation is space and time, Eqs. (IV-132) and (IV-133), and furthermore by using (IV-100a) and 
neglecting the imaginary part of χ(3)


xxxx  (which is equivalent to the neglect of two-photon absorption), we arrive at  
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The pulse propagation equation  (IV-134) governs intense optical pulse propagation in dispersive, nonlinear media and is of 
central importance for both ultrashort-pulse laser technology and optical telecommunication. It is often referred to as the 
nonlinear Schrödinger equation.1   
 
We can now utilize that the optical intensity according to (IV-34) is given by  
 
 


I = ε 2
0


1
2


cn a  


 


 
and normalize a(τ,z) such that    
 
 


2a = IAeff [unit: Watt]  
 
 
represents the optical power (Aeff is the effective beam cross-sectional area).  


                                                 
1 The derivation of the pulse propagation equation for a paraxial beam (e.g. 3D propagation) and the more general case of a 
finite response time of the nonlinear refractive index and higher-order dispersion can be found in T. Brabec and F. Krausz, 
Phys. Rev. Lett. 78, 3282 (1997) or R. W. Boyd, Nonlinear Optics, Second edition, Academic Press, 2003, p. 533.   
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With this normalization, the pulse propagation equation takes the form 
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where 
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has the unit of 1/Wm and k2 has the unit of ps2/m. We now scrutinize the implications of the first and the second term on the 
right-hand side of the pulse propagation equation separately. 
 
 
Pulse propagation in a linear, dispersive medium (δ = 0, k2 ≠ 0), Gaussian pulse, phase velocity and group velocity, 
frequency sweep, bandwidth limited pulse 
 
 
Inspection verifies (exercise) that  
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is a solution of the pulse propagation equation (IV-135) in the absence of nonlinearities. This yields the electric field of the 
pulse as  
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describing the propagation of a Gaussian pulse through a dispersive medium. The amplitude envelope of the pulse 
propagates at a speed  
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which is therefore called as the group velocity, whereas the carrier wave propagates at   
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which is thus referred to as the phase velocity of the wave packet. The Gaussian pulse is fully characterized by the complex 
parameter 
 


iγ = α + β                                                                                                                                                               (IV-141) 
 
 
The physical meaning of the real parameters α (>0) and β is easily recognized by inspection the electric field, for the sake of 
brevity at the position z = 0  
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Clearly, α is directly related to the duration τp (full width at half maximum of IE(t)I2) of the pulse 
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whereas the implication of β becomes clear by introducing the instantaneous carrier frequency 
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dt t t
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This reveals that β ≠ 0 introduces a frequency sweep on the carrier wave, which is often referred to as chirp. For instance, β 
> 0 gives rise to an instantaneous carrier frequency increasing linearly in time and is simply called a positive linear chirp (Fig. 
IV-33). 
 


 
   
                                                       Fig. IV-33 
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The frequency spectrum of a Gaussian pulse can be written as  
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where we made use of the identity 
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The frequency bandwidth can now be defined – analogously to τp – as the full width of half maximum of IE(ω)I2   
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We can now express the time-bandwidth product of the Gaussian pulse as 
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which is limited to  
 
 
 


0.44p pΔν τ ≥                                                                                                                                             (IV-149) 


 
 
and takes its minimum when  
 
  
 


0 p pβ = ⇒ Δν τ = 0.44                                                                                                        (IV-150) 


 
 
In this case we call the pulse bandwidth-limited or Fourier-limited because its duration is minimum for the given bandwidth 
and pulse shape. 
.  
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The parameters of a Gaussian pulse with the initial parameters 
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change upon propagation through a dispersive medium characterized by k2 according to (IV-137) as 
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This expression, in combination with (IV-148) yields for a bandwidth-limited input pulse (βin = 0)  
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Hence a bandwidth-limited pulse is temporally broadened upon propagation through a dispersive medium. From (IV-152) and 
(IV-143) we obtain 
 


2


in( ) 1p
D


zz
L


⎛ ⎞
τ = τ + ⎜ ⎟


⎝ ⎠
     with  


2
in


2(4 n2) kDL τ
=


l
                                                   (IV-154a,b) 


 
where LD is the dispersive length. Propagation over this distance results in a pulse broadening by a factor of 2 . 
Dispersion-induced broadening of the intensity envelope IE(t)I2 of an initially bandwidth-limited Gaussian pulse is depicted in 
Fig. IV-34 for different values of z/LD. 
 


 
 
                                                           Fig. IV-34 
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Why is optics superior to electronics in transmitting information over large distances? 
 
We can now address the important question: Why is a light pulse a much more powerful information carrier than an 
electrical pulse?  Fig. IV-35 shows that electrical pulses of picosecond duration (required for information transmission at 
multi-Gbit/s rates) broaden rapidly upon travelling distances as short as a few millimetres in special broadband transmission 
lines.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. IV-35 
 
       Fig. IV-35 


Measured pulse dispersion on different transmission line 
structures; (A) balanced stripline on LiTaO3 with 500 µm 
electrode separation; (B) coplanar strip on LiTaO3 with 50 µm 
electrode separation (C) inverted air-spaced stripline – the top 
electrode is supported by a thin glass superstrate 500 µm 
above the ground plane; (D) superconducting coplanar 
transmission line with line dimensions of 50 µm. 


 
We now calculate the dispersive length for propagation of an optical pulse at a wavelength of λ0 = 1.55 μm in a fused-silica 
fibre. The group-velocity dispersion coefficient k2  is related to the dispersion coefficient D depicted in Fig. IV-32 by  
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From D ≈ 20 ps/km-nm (Fig. IV-32), Eq. (IV-11) yields  k2 ≈ - 25 ps2/km. The dispersive length for a 10 ps light pulse at this 
wavelength can be obtained from (IV-154b) as LD = 1.8 km. This exceeds the dispersive length of an electrical pulse of 
similar duration by approximately five orders of magnitude! 
 
  
Pulse propagation in a dispersion-free, nonlinear medium (k2 = 0, δ ≠ 0), self-phase modulation 
 
The solution of the pulse propagation equation in the absence of dispersion (k2 = 0) is as simple as 
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describing distortion-free pulse propagation in terms of the intensity envelope Ia(τ,z)I2 = Ia(τ,0)I2. The pulse merely induces a 
temporally-varying phase shift via the nonlinear index of refraction  
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In other words, the pulse modulates its own phase. This phenomenon is called self-phase modulation.  The nonlinear phase 
shift can be expanded into power series about τ = 0 (representing the pulse centre): 
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is the peak nonlinear phase shift with Ip = Ia0I2/Aeff representing the peak intensity of the pulse and is the peak nonlinear phase shift with Ip = Ia0I2/Aeff representing the peak intensity of the pulse and 
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is the temporal “curvature” of the nonlinear phase, which introduces a linear chirp in the central part of the pulse as shown in 
Fig. IV-36.  
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                 Fig. IV-36 
 
 
The intensity-induced chirp broadens the spectrum of the light pulse if it was initially bandwidth limited (βin = 0) according to 
(IV-148) as 
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So far, higher-order contributions to the nonlinear phase have been neglected, hence the pulse preserved its Gaussian 
spectrum during propagation. In reality, higher-order contributions in (IV-158a) do significantly modify the shape of the 
spectrum and also the amount of spectral broadening (Fig. IV-37), which becomes  
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where Δνrms stands for the rms spectral width.  
  


 
 
                                     Fig. IV-37 
 
 
 
Pulse compression 
 
The nonlinear index n2 is usually positive and hence causes a positive chirp βNL. The self-phase-modulated pulse carrying a 
chirp βNL can now be passed through a dispersive medium to remove this chirp and create a bandwidth-limited pulse. By 
substituting βin = βNL into Eq. (IV-152) we conclude that βout = 0 requires  
 


 NL
2 2


NL


1
2D


in
k z β


= −
α +β 2                                                                                                              (IV-161) 


 
This amount of negative dispersion compensates the chirp βNL carried by the input pulse. Because the chirp is removed from 
the output pulse (βout = 0) by fulfilling (IV-160), the output pulse duration τout has been reduced with respect to the input pulse 
duration τin  by the compression factor  
 
 


  - 102 - 







IV. Electromagnetic optics              theory of optical pulse propagation, dispersive and nonlinear effects, pulse compression, optical solitons  
 


Pulse compression factor 2rms NLin
NL


rmsout


( ) 41
(0) 3 3
zΔντ


= ≈ = + Δφ
Δντ


          (IV-162) 


 
 
In reality, the nonlinear medium is also dispersive and dispersion broadens the pulse temporally during the buildup of the 
nonlinear phase shift. For a positive dispersion, k2 > 0, this effect smoothens the structure in Fig. IV-37 and linearises the 
temporal chirp, leading thereby to a better quality of the compressed pulses2. For a propagation length in the nonlinear 
medium that satisfies zNL  < LD, however, Eq. (IV-162) remains a good approximation. The pulse shortening originating from 
self-phase modulation followed by dispersive delay plays a central role in modern ultrashort-pulse laser systems. 
 
 
Pulse propagation in a dispersive, nonlinear medium with k2 < 0, δ > 0: optical solitons 
 
Nonlinearity and dispersion of opposite sign, if acting after each other, may result in shortening of an optical pulse. Here we 
note that if they act simultaneously, the pulse broadening that k2 ≠ 0 tends to induce in the absence of a nonlinearity can be 
eliminated as a result of the interplay between the dispersive and nonlinear effects. 
For k2 < 0, δ > 0, the hyperbolic secant pulse of the form   
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constitutes a solution of the nonlinear propagation equation, if the peak power of the pulse satisfies  
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where we have utilized that the FWHM pulse duration is connected to τ0 as τp = 1.763τ0. The pulse described by (IV-163) 
and (IV-164) propagates undistorted in the presence of dispersion and nonlinearity of opposite sign in optical fibers and are 
called an optical soliton. The word soliton refers to special kinds of wave packets that can propagate over long distances. 
Solitons have been discovered in many branches of physics. Optical solitons are not only of fundamental interest in 
photonics but they may also pave the way to dramatically speeding up modern fibre-optic communication links. 
 
At λ0 = 1.55 μm k2 ≈ - 25 ps2/km is in a fused-silica fibre and δ = 2 W-1km-1 is a typical value for a single-mode fibre. With 
these values the soliton condition (IV-164) yields for the peak power of a soliton of duration τp = 5 ps, Iv0I2 ≈ 1.6 W 
(exercise). These solitons can follow each other within 10ps to avoid interaction between them. Hence, the maximum 
repetition rate and data transmission rate for this pulse duration would be 100 GHz and 100 Gbit/s, respectively. At this rate, 
the time-averaged optical power to be fed into the fibre is still as low as some 800 mW (exercise).  
 
Optical solitons are highly robust: even if the soliton condition (IV-164) is initially missed by as much as +/-50%, the pulse 
evolves into a soliton after some propagation length (Fig. IV-38). 
 
 
 
 
 
 


 
2 For more details, see G. P. Agrawal, Nonlinear Fibre Optics, Academic Press, 2001 
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             Soliton evolution 
 
 
 


 
Fig. IV-38 
 
 
 
 
Fig. IV-39a,b,c illustrate the limitations of conventional optical communications links. In the hypothetical case of zero 
nonlinearity, dispersion broadens the information-carrying wave packet. In the hypothetical case of  zero dispersion, the 
nonlinearity imposes a temporally varying phase shift and broadens the spectral width of the information carrier. In the 
presence of normal (positive) dispersion and normal (positive) nonlinear index, the information carrier spreads both 
temporally and spectrally. In these operating regimes, repeaters are required to restore the pulse duration every 50 km and 
the bit rate pro wavelength channel is limited to ≤ 5 Gbit/s. Yet, wavelength division multiplexing (WDM) allows to increase 
the overall data rate well beyond 100 Gbit/s. Solitons can propagate with very short duration undistorted (Fig. IV-39d).  
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k2 < 0, δ > 0 ⇒ soliton propagation 
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Fig. IV-39 
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Long-distance optical data transmission experiments are performed in fibre loops (Fig. IV-40). 
 
 
 


 
 
                                          →⏐    ⏐← 
                                               100 ps  10 Gbit/s ⇒
 
Fig. IV-40 
 
 
 
In soliton communication, the data rate per channel might eventually reach or possibly exceed 100 Gbit/s, holding promise 
for multi-Tbit/s transmission rates in combination with WDM. Most importantly, they obviate the need for complicated 
repeaters. They merely require reamplification to compensate for propagation losses, which can be accomplished by erbium-
doped fibre amplifiers operating at λ0 = 1.55 μm.    
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V. Semiclassical theory of light-matter interactions 
 
Classical and quantum mechanics of the electron in a light field 
 
Joseph John Thomson (1856-1940) performed a famous experiment in 1897, in which he showed that the “cathode rays” 
consist of negatively charged particles. These particles have become known as the electrons. They carry the elementary 
charge  
 
                                                  e = 1.602 x 10-19 C   
 
Their mass  
 
                                                  m = 9.109 x 10-31 kg   
 
is orders of magnitude smaller than the mass of other charged particles. As compared to other charged particles (such as 
e.g. protons) electrons therefore  
 


• move fast and create high microscopic current at the expense of moderate excitation energy    
 
and 
 


• respond swiftly to light fields. 
 
As a consequence, the motion of electrons is responsible for  
 


i) the emission of optical radiation  
 


and 
  


ii) the response of matter to optical radiation.   
 
 
Thus electrons are key players in both the generation of light and light-matter interactions.    
Light emission from excited atoms, molecules or solids just as the polarizability of matter (expressed in terms the linear and 
nonlinear susceptibilities in the constitutive law) are direct consequences of the motion of electron on a sub-atomic scale. 
Hence the theory accounting for the generation of light (both coherent and incoherent) and the optical properties of materials 
(expressed in terms of the linear and nonlinear susceptibilities in the constitutive law) must address the motion of electrons in 
light-fields. This motion can be accounted for accurately only in the framework of quantum mechanics. The quantum 
mechanical motion of electrons in classical electromagnetic fields forms the basis for the description of a wide-range of light 
generation and propagation phenomena. This model is referred to as the semiclassical theory of light-matter interactions. Its 
postulates include those of electromagnetic optics and those of the quantum theory of the electron.  
 
 
 
 


Semiclassical theory of light-matter interactions = 
 


electromagnetic optics + quantum mechanics of the electron 


 
 
 
 
 
 
 
 
Hamiltonian formulation of classical mechanics, the Poisson bracket 
 
The transition from classical to quantum mechanics can be made most conveniently by using the Hamiltonian formulation of 
classical mechanics (the simplest formulation of which is based upon Newton’s law).  
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The state of motion of a mechanical system with f degrees of freedom is fully characterized at any instant by 2f variables, by f  
coordinates  
  


q1, q2, q3, ……, qf, 
 


and by f generalized (so-called canonical) momenta  
 


p1, p2, p3, ……, pf, 
 


which obey Hamilton’s equations of motion: 
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where 
 


H = H (qi, pi,t)                                                                                                                                 (V-3) 
 
 
is the Hamiltonian of the mechanical system. This formalism can be extended to other fields of physics, e.g. the equations of 
the electromagnetic fields can also be formulated this way. Generally, finding the Hamiltonian of a physical system is not 
straightforward. The proper Hamiltonian is one which leads to a description of the physical system that is in agreement with 
experimental observations. If the equations of motion are known, the Hamiltonian can usually be constructed by guessing, so 
that Eqs. (V-1) and (V-2) are the proper equations of motion. If H does not explicitly depend on time, i.e.  
 
 


0H
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=
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as is the case for any isolated system not acted on by external forces, the Hamiltonian happens to represent the total energy 
of the system. In these cases the construction of the Hamiltonian is fairly straightforward. 
 
 
The Poisson bracket 
 
 
The concept of the Poisson bracket will be important for our discussion of quantum mechanics. Let F(qi,pi,t) an arbitrary 
analytic function. Its time variation can be expressed by its total derivative with respect to time 
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Using the canonical equations of motion, (V-1) and (V-2), we can write (V-5) in the form  
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The sum term is called a Poisson bracket and is written as 
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The time derivative of F can now be rewritten as 
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It is apparent from the definition of the Poisson bracket that  
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indicating that H is conserved during the motion if we have to do with an isolated system represented by (V-4). This supports 
our claim that H is the total energy of the system.  
 
Another interesting case of a special Poisson bracket is  
 
 


{ },i jq p = δij                                                                                                                               (V-10) 


 
where δij is the Kronecker symbol and equals unity if i=j and zero if i≠j.   
This brief derivation of the expressions of Hamiltonian mechanics includes all the formulas that we will need to develop 
quantum mechanics. Before doing that let’s see how Hamiltonian mechanics leads to the well-known formulas of Newtonian 
mechanics for a point particle moving in a conservative potential and a charged particle moving in a temporally-varying 
electromagnetic field.  
 
 
Point particle in a conservative potential 
 
A conservative potential is a function of the spatial coordinate V(r), defined so that the force acting on the particle is given by  
 
 


F = −∇V(r)                                                                                                                                                (V-11) 
 
In a Cartesian system the variables characterizing the state of motion of a point particle are the coordinates x,y,z and the 
momenta px, py, pz. If the Hamiltonian represents the energy of the particle, it takes the form 
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2 2 21 ( ) ( , , )
2 x y zH p p p V x y z
m


= + + +                                                                                       (V-12) 


 
 
Now the canonical equation (V-1) leads to  
 


1
x


dx x p
dt m


≡ =&                                                                                                                                           (V-13a) 


 
 


         
1


yy p
m


=&                                                                                                                                             (V-13b) 


 
 


         
1


zz
m


=& p                                                                                                                                                  (V-13c) 


 
and the canonical equation (V-2) results in  
   


x x
Vp F
x


∂
= − =


∂
&                                                                                                                                             (V-1


 


4a) 


y
V


yp F
y


∂
= − =


∂
&                                                                                                                               (V-14b) 


 


z
V


zp F
z


∂
= − =


∂
&                                                                                                                                               (V-14c) 


 
hich are the well-known equations of motion. 


harged particle in an electromagnetic field 


rom (V-12) it is obvious that the Hamiltonian of a particle of charge e and mass m in a static electric field E characterized by 


w
 
 
 
C
 
F
the scalar potential Φ is given by 
 
 


2 2 21 ( )
2 x y zH p p p
m


= + + + eφ
 


e now postulate that the Hamiltonian of the same particle in a temporally-varying electromagnetic field is obtained from (V-


i


                                                                                                                     (V-15) 


 
W
15) by simply performing the substitution 
 


i ip p eA→ −                                                                                                                                                        (V-16) 


A
 
where i  is the respective Cartesian component of the vector potential of the electromagnetic field. 
With this transformation we obtain 
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( ) ( ) ( )22 21
2 x x y y z zH p eA p eA p eA e
m


⎡ ⎤= − + − + −⎢ ⎥⎣ ⎦
+ φ                                            (V-17) 


 


sing (V-17), the canonical equations lead to 
 
U
 
 


1 ( )x xx p eA
m


= −&                                                                                                                                   (V-18) 


 


nd similar equations for the y and z components. Equation (V-2) yields for the x component of the  canonical momentum 
 
A
 
 


( ) ( ) ( )yx z
x x x y y z z


Ae A Ap p eA p eA p eA e
m x x x x


∂⎡ ⎤∂ ∂
= − + − + − −⎢ ⎥∂ ∂ ∂⎣ ⎦


& ∂φ
∂


                 (V-19) 


 


ifferentiating Eq. (V-18) with respect to time and substituting (V-19) gives 
 
D
  


2


2
x xd x dp dAm mx e


dt dtdt
≡ = −&&  =


 


( ) ( ) ( )yx z
x x y y z z


Ae A A dAxp eA p eA p eA e e
m x x x dt x


∂⎡ ⎤∂ ∂
− + − + − − −⎢ ⎥∂ ∂ ∂⎣ ⎦


∂φ
∂


          (V-20) 


 


 
hich, by substituting dx/dt from (V-18) and using the corresponding equations for the y and z components, simplifies to  


 


W
 
 


yx z xAA A dAmx e x y z e e
x x x dt x


∂⎛ ⎞∂ ∂
= + + − −⎜ ⎟∂ ∂ ∂⎝ ⎠


&& & & &
∂φ
∂


                                                                 (V-21) 


 


xpressing the total derivative of Ax with respect to time as   
 
E
 
 


x x x xdA A A A Ax y z
dt x


x
y z


∂ ∂ ∂ ∂
= + + +


∂ ∂ ∂
& & &


t∂
                                                                                         (V-22) 


 


 (V-21), we obtain 
 
in
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⎡ ∂ ⎤⎛ ⎞∂ ∂ ∂ ∂ ∂φ⎛ ⎞= − − − − −⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠⎣ ⎦
&& & &y x x z xA A A A Amx e y z e e


x y z x t x
3) 


y using the connection between the potentials A, Φ and the fields E and B as given by (IV-23), the potentials in (V-23) can 


                                      (V-2


 
 
B
be expressed with the respective components of the electric and magnetic fields as 
 
 


[ ( ) ]xmx e E= + × xv B&&                                                                                                                                    (V-24) 


here v is the velocity of the charged particle. With the corresponding equations derived for the y and z components, so that 


 
 
w
Eq. (V-24) can be written in vector notation as  
 
 


( )dm e
dt


= + ×
v E v B                                                                                                                                         (V-25) 


 


quation (V-25) represents the equation of motion of a charged particle subject to the Lorentz force. Hence the respective 


athematical tools of quantum mechanics in Dirac’s representation  


perators and vectors 


assical mechanics uses variables, such as the position and momentum of particles, and functions of these variables to 


uantum mechanics does not permit all variables of a physical system to be measurable independently. It replaces the 


he state vectors, on which the quantum mechanical operators operate, are written in Dirac’s notation1  


 
E
Hamiltonian is properly defined by (V-17), consequently the influence of an electromagnetic field on a point charge can be 
accounted for by replacing the momentum vector p by the vector p – eA in the Hamiltonian.  
 
 
 
 
M
 
 
O
  
Cl
describe the state of physical systems. The variables are assumed to be measurable  with any degree of accuracy. The 
measurement of any of these variables does not influence the measurement of any other variable.  
 
Q
classical variables by operators that operate on state functions (Schrödinger’s representation) or vectors (Dirac’s 
representation) used to describe the state of a physical system. 
 
T
 


a                                                                                                                                                                         (V-26) 
 
nd are called ket vectors, which constitute vectors of infinite dimension. The scalar (or inner) product of two state vectors a
a  and b is written as  


 


b a                                                                                                                                                                     (V-27) 
 


he scalar product of two state vectors results in a complex number and is defined such that  


                                                


 
T
 
 


 
1 P. A. M. Dirac, The Principles of Quantum Mechanics, 4th. Ed. (New York: Oxford, 1958). 


                                        - 112 - 







V. Semiclassical theory of light-matter interactions     classical and quantum mechanics of the electron in a light field 


*a b b a=                                                                                                                                                      (V-28) 
 


irac called the vectors appearing on the left hand side as bra vectors. His terminology derives from the fact that in his above 
 
D
notation the bra and the ket vectors combine to form a bracket, when they scalar product, which plays a central role in 
quantum mechanics, is calculated.  If the operator Â  operates on the vector a  the scalar product of the new vector 


aÂ with vector b leads to a new complex number  


         
                                                                                   


        
                  


ˆb Aa                                                                                                                                                  (V-29) 


 


at is different from
 


. We now define the operator †Â   abth such that  
 
 


=†ˆ ˆA b a b Aa                                                                                                                                          (V-30) 


 


hich is called the adjoint operator of 
 


Âw . From this definition and (V-28) it is evident (exercise) that 


• 


 
  


††ˆ ˆA A=     for any operator                                                                                                                  (V-31a) 


• If  


 


Â c= (that is, if Â  is simply a complex ⇒number)    
†Â c∗=                                                    (V-31b) 


• 
†


 
† †ˆ ˆ ˆ ˆ( )AB B A=                                                                                                                                     (V-31c) 


•                                                                                                                                        (V-31d) 


 
† †ˆ ˆ( )cA c A∗=


 
 
 AA ˆˆ † =If , we call the operator a self-adjoint operator or a Hermitian operator. In this case we have  


 
 


ˆ ˆAb a b Aa=                                                                                                                                              (V-32) 


 
 


at is the operator can be applied either to the bra or the ket vector, the scalar product of the two vectors (for an arbitrary 
oice of the vectors) is the same. As a consequence, we can introduce the symmetric notation 


th
ch
 
 


ˆ ˆ ˆb A a b Aa Ab a≡ =                                                                                                                     (V-33) 


 
 
ecause having the operator sandwiched between the bra and the ket vector operate on either of them yields the same b


result if Â  is Hermitian. A very important property of Hermitian operators is (exercise)  that  
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ˆa A a  = real number                                                                                                                                              (V-34) 


 
igenvectors and eigenvalues 


he relation  


E
 
 
T
 
ˆ


n n nA a a a=                                                                                                                                      (V-35) 
  


eans that operation of
 


 Â  on na  does not change the “direction” but merely the “magnitude” nam of a state  into a new 


e number nvector, merely multiplies it with th a  called the eigenvalue with na  being the respective nvector of the 


operator 


eige


Â . From (V-34) and (V-35) follows that the eigenvalues of Hermitian operators are real numbers. 
 
 
The eigenvectors of Hermitian operators are mutually orthogonal (exercise) 
 
 


0m na a =                                                                                                                                          (V-36) 
 


nd form a complete set, that is any state vector 
 


 ψa  can be expressed as a sum of the orthogonal eigenvectors  
 
 


0
n n


n
c a


∞


=
ψ = ∑                                                                                                                                    (V-37) 


 


here cn are expansion coefficients. It is customary and convenient to normalize the eigenvectors so  that 
 
w 1=nn aa . 
The mutual orthogonality with this normalization can now be expressed as  
 
 


1 if
0 ifn m nm


n m
a a


n m
=⎧


= δ = ⎨ ≠⎩
                                                                                                             (V-38) 


 


ith δnm representing Kronecker’s delta. With this normalization the expansion coefficients in (V-37) can be expressed as  
 
w
 
 


n nc a= ψ                                                                                                                                                          (V-39) 
 


 that  so
 
 


0
n n


n
a a


∞


=
ψ = ψ∑                                                                                                                                     (V-40) 
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We can now formally write  
 
 


0
n n


n
a a


⎛ ⎞
ψ = ⎜∑


∞


=
ψ⎟


⎝ ⎠
                                                                                                                          (V-41) 


 
 
And introduce the identity operator   
 
 
ˆ


n na a= ∑                    
n


                                                                                                                                (V-42) 


which can be expressed 
operator (which is also H
 


nctions of the coordinates qi  and momenta pi, such as the energy 
 “observables”. The term “observable” describes any quantity 


ccessible to measurement whether actually or in principle. 


tor 
e probability – result in one of the 


eigenvalues of the corresponding Hermitian operator. 


I


 
in this manner by using any complete orthonormal set of state vectors. This form of the identity 
ermitian) is very useful for finding series expansions for products of operators and vectors. 


 
 
Postulates of quantum mechanics 
 
 
In classical mechanics we dealt with fu


. We call these quantities collectivelyH
a
 
  


• Postulate #1: Every physical observable is mathematically represented by a Hermitian opera
and a measurement of this observable will – with som


 
• Postulate #2: The quantity ψψ Â  represents the average value of a series of 


measurements on an ensemble of systems that are all described by the state vector ψ . 
 


• Postulate #3: The operator Â  of a physical observable is the same function of th
the coordinates qi  and momenta pi, ),ˆ,ˆ(ˆ tpqfA ii= , as the corresponding classical variab


e operators of 
le of 


the coordinates qi  and momenta pi, A = f (qi,pi,t).  
 
• Postulate #4: The quantum-mechanical Poisson bracket is defined as  


 


             { } 1 1ˆ ˆ ˆ ˆ ˆ ˆ, ( ) [ , ]A B AB BA A B
i i


→ − ≡
h h


                                                                      (V-43) 


 
s cla


            


and has the same physical meaning as it ssical-mechanical counterpart. Here  
 


341.05 10
2


Js= = ×
π


h                                                                                           (V
h − -44) 
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’s constant divided by 2


 


he imme  classical expressions (V-8) and (V-10) are that the time variation of the 
operator of a physical observable 


is Planck π.  


 
T diate consequences of postulate #4 and the


F̂ is given by 
 
 


ˆ ˆ 1 ˆ ˆdF F∂ [ , ]F H
dt t i


= +
∂ h


                                                                                                                          (V-45) 


 
 
and the operators  and corresponding to the classical coordinates and momenta have the commutator 


              (V-46) 


Unitary transformations – quantum mechan


e be an operator which – when operating upon all state vectors – does not change the scalar product of the vectors 


iq̂ ip̂
 
 


ˆ ˆ ˆ ˆ[ , ] ( )i j i j j i ijq p q q i≡ − = δh                                                                                                     ˆ ˆp p
 
 


ical pictures 
 


t ÛL
 
 


ˆ ˆU Ub a b=                                                                                                                                              (V-4a 7a) 


 
From this requirement follo


 


ws (exercise) that  
 
 


† †ˆ ˆ ˆ ˆ ˆU U UU= = I                                                                                                                                                 (V-47b) 


The operator is called 
ading to the transformed state vectors and operators  


 
 


Û  a unitary operator. The above property of the unitary operator implies that the transformation 
le
 
 
ˆ 'U ψ = ψ                                                                                                                                                            (V-48a) 


  


leaves   


 


†ˆ ˆ ˆ ˆ 'U A U A=                                                                                                                                                            (V-48b) 
 
 


 
 


Âψ ˆ' ' 'Aψ = ψ ψ                                                                                                                                  (V-49) 
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 Âunchanged for any Hermitian operator . As a consequence, this transformation, which is called a unitary transformation, 
does not alter the result of a measurement. Hence, the transformed state vectors 'ψ and the transformed operators 


'Â can be equivalently used for the quantum mechanical description of a physical system. This set of state vectors and 
res


quation (V-45) is called the equation of motion in the Heisenberg picture. This particular quantum-mechanical picture 
ally 


he Schrödinger picture, the Schrödinger equation 


he most frequently used quantum mechanical picture is the Schrödinger picture, in which the state vectors evolve in time 


et us now find the unitary operator that transforms the Heisenberg picture into the Schrödinger picture. 
-45) as 


pective operators form a quantum mechanical picture. The unitary transformation (V-48) leads us from one quantum 
mechanical picture into another one. Because there are infinitely many unitary operators, there are also infinitely many 
possible quantum mechanical pictures.  
 
E
assumes that the operators vary with time while the state vectors are time-independent. The Heisenberg picture is form
analogous to classical mechanics, because the equations of motion for the operators resemble the corresponding classical 
equations.  
 
 
T
 
T
and the operators are constant (except for a possible explicit time dependence).  
 
L
The total time derivative of the transformed operator is obtained by differentiation of (V-48b) and using (V
 
 


†
† †ˆ ˆ ˆ ˆ' ˆ ˆ ˆ ˆ ˆ ˆdA dU dA dUAU U U UA


dt dt dt dt
= + + =                                                                                              


 
†


† † †ˆ ˆ 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ , ]dU A dUAU U U U A H U UA
dt t i dt


∂
+ + +


∂ h


ˆ
                                                                  (V-50) 


 


nd required to be zero in the case of  , leading to  
 
a 0/ˆ =∂∂ tA
 


†
† †ˆ ˆ 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ , ] 0dU dUAU UA U A H U


dt dt i
+ +


h
=                                                                                      (V-51) 


 


hich can be reformed as 
 
w
 


†
†ˆ ˆ 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ' ' ( ' ' ' ') 0dU dUU A A U A H H A


dt dt i
+ + −


h
 =


 
r                                                                                                                                                        o


 


†
†ˆ ˆ1 1ˆ ˆ ˆ ˆ ˆ ˆ' ' ' 'dU dUU H A A U H


dt i dt i
⎛ ⎞ ⎛


− + +⎜ ⎟ ⎜
⎝ ⎠ ⎝h


0
⎞


=⎟
⎠h


                                                                       (V-52) 


 


y making use of (V-48b) for bot
 


h Â  and the Hamilton operator . Since this has to hold for any Ĥ Âb , we have to require 
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†ˆ ˆ1ˆ ˆ 'dU dUU H i H
dt i dt


= ⇒ =h
h


ˆ ˆ'U                                                                                                   (V-53) 


 
 
We have found an operator equation to determine the unitary operator U that transforms the Heisenberg picture into the 
Schrödinger picture. By differentiating (V-48a), using (V-53) and utilizing that 


ˆ
0/ =ψ dtd  in the Heisenberg picture, we 


obtain the equation of motion in the Schrödinger picture 
 
 


ˆ' 'di H
dt


ψ = ψh '                                                                                                                                    (V-54) 


 
 
which is the well-known Schrödinger equation for the time variation of the state vectors in the Schrödinger picture.  
 
  
 
The Schrödinger representation: wave mechanics 
 
 
Different sets of orthogonal vectors may be used for representing quantum mechanical states. In the most widely used 
representation, the so-called Schrödinger representation, the eigenvectors of the position operators  are used as basis 
vectors. In what follows we restrict ourselves to one dimension 


iq̂


By considering the continuous set of eigenvalues q  of the position operator q . The corresponding eigenvectors ˆ q  form a 


complete orthogonal set, satisfying qqqq =ˆ . Any arbitrary state vector can be expressed as a sum of these 
eigenvectors by using the expansion coefficients 
 
 


( )c q q= ψ                                                                                                                                                           (V-55) 
 
 
Since the spectrum of eigenvalues is continuous, c(q) is a continuous function of q and fully represent the state vector ψ  
in the Schrödinger representation. To establish the connection between the expansion coefficients and the state vector, we 
can rename the function c(q) as  
 


( ) ( )q cψ ≡ q                                                                                                                                                         (V-56) 
 
 
in which we recognize the familiar wave function of wave mechanics. The scalar product of two state vectors  1ψ  and 


2ψ  can be expressed in the Schrödinger representation as 
 
 


1 2 1 2* nd qψ ψ = ψ ψ∫                                                                                                                            (V-57) 


 
 
where the integration is to be performed over all n coordinates of the system.  
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To obtain the equation of motion of wave mechanics, we need to construct the operators  and .  When doing so the 
commutation relation (V-46) must be satisfied. A convenient choice is to define   


iq̂ ip̂


 
• ˆiq as a real multiplicative factor qi                                                                                                (V-58a) 
 
and 


• ˆ i
i


p i
q
∂


= −
∂


h                                                                                                                          (V-58b) 


 
which obey the commutation relation  (V-46) and constitute the Schrödinger representation of the canonically conjugate 
position and momentum operators.  
 
By dot-multiplying (V-54) with the bra vector q  and utilizing  
 


( )dq q
dt t t


∂ ∂
ψ = ψ = ψ


∂ ∂
q                                                                                                          (V-59) 


 
 
(where the partial differentiation indicates that only the explicit time dependence of )(tψ  but not q  must be 
differentiated) we obtain the equation of motion of wave mechanics 
 
 


ˆ ˆ ˆ( , ) ( , )i i ii H q p
t


∂ψ
= ψ


∂
h q t                                                                                                                  (V-60) 


 
 
Equations (V-58) and (V-60) along with postulate #3 now allow us to construct a differential equation describing the temporal 
evolution of the wave function of a quantum mechanical system, whereas the recipe for the practical implementation of the 
scalar product along with postulates #1 and #2 permit us making predictions (in form of statistics and probabilities) about the 
results of physical measurements.  
 
This formalism now allows us to develop the quantum theory of the electron in the presence of light fields and using this 
theory for describing light-matter interactions.  
 
 
Quantum mechanics of a single particle in a conservative potential, centre-of-mass motion of a particle: Ehrenfest 
theorem 
 
 
By using the postulates of quantum mechanics we can now make some predictions for the expectation values of physical 
observables. To this end, we shall use the Schrödinger picture. According to Postulate #2, the rate of change of the 
expectation value of the physical observable represented by the Hermitian operator is given by  ),ˆ,ˆ(ˆ tpqfA ii=
 
 


d A d d A dA A A
dt dt dt t dt


∂⎛ ⎞ ⎛ ⎞= ψ ψ = ψ ψ + ψ ψ + ψ ψ⎜ ⎟ ⎜∂⎝ ⎠ ⎝ ⎠
⎟        (V-61) 


 
 
In the Schrödinger picture we can now express – according to (V-54) – the temporal derivative of the state vector with the 
Hamilton operator, yielding 
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ˆ 1 ˆ ˆ[ , ]
d A A A H


dt t i
∂


= +
∂ h


                                                                                                                    (V-62) 


 
 
For a particle moving in a conservative potential we obtain from the classical Hamiltonian given by (V-12) the Hamilton 
operator in the Schrödinger representation 
 
 


= − ∇ +
h2


2ˆ ( , , )
2


H V x y z
m


                                                                                                                   (V-63) 


 
 


where we have utilized that  ˆxp i
x


∂
= −


∂
h , ˆyp i


y
∂


= −
∂


h , and ˆzp i
z


∂
= −


∂
h . 


 
 
By the use of (V-62) we can now calculate the expectation value of the rate of change of the position and the momentum can 
be written as (exercise) 
 
 


∂ψ
= ψ ∇ − ∇ ψ = ψ =


∂∫
h h


h


2
2 2 31 *


2
xd x pix x d r


dt i m m x m
                            (V-64a) 


 
         
 
and  
 
 


1 ( ) ( ) ( )xd p Vi V V
dt i x x x


∂ ∂
= − ψ − ψ = −


∂ ∂
r rh


h


∂
∂


                                               (V-64b) 


 
where we have utilized that x commutes with V(x) and x commutes with , respectively.  The centre-of-mass motion of 
the quantum mechanical particle obeys the classical equation of motion. This is Ehrenfest’s theorem. 


p̂ 2p̂


  
 
 
Quantum mechanics of the electron in an electromagnetic field, electric dipole approximation 
 
 
The classical Hamiltonian of a physical system consisting of an electron (of charge e = - IeI) and an  electromagnetic field is 
given by r 
 
 


Htotal  =  He + Hfield                                                                                                                                             (V-65a) 
  
 
where  
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1 ( )
2


2
eH e


m
= − +p A eφ                                                                                                                             (V-65b) 


 
 
and  
 


2 2 2 3
field 0


1 ( )
2


H c= ε +∫ E B d r


int


                                                                                                             (V-65c) 


 
 
Htotal describes an energy-conserving system, as opposed to He. However, for intense fields, the field energy exceeds that of 
interacting electrons by many orders of magnitudes, that is the relative change of the field energy during the interaction is 
negligible. In this case the fields are virtually not affected by the interaction and can be considered as classical input 
variables in He. These considerations form the basis for the description of light-electron interactions in the semiclassical 
approximation. If the fields become weak, they must also be quantized and Htotal is used.  
 
For the time being, we assume sufficiently intense fields so that the semiclassical description remains valid so that only the 
particle observables need to be quantized. The Hamiltonian of the electron can be decomposed into  
 
 
 


0
ˆ ˆ ˆ


eH H H= +                                                                                                                                                      (V-66) 
 
 
with 
 


= − ∇ +
h2


2
0


ˆ ( )
2


H
m


rV                                                                                                                                       (V-67) 


 
 
where the static scalar potential has been incorporated in the conservative potential V(r) and 
 
 


2
2


int
ˆ ˆ ( , ) ( , )


2
e eH t
m m


= − +pA r A r t                                                                                                       (V-68) 


 
 
In deriving (V-68) from (V-65b) we made use of the Schrödinger representation of the position operator r and the momentum 
operator    together with the operator relation  ∇− hi ∇ A = A ∇ , which directly follows from the use of the Coulomb gauge  


∇ A = 0   and assuming   0=φ
∂
∂
t


. 


The Coulomb gauge and the static scalar potential imply a transverse time-varying (radiation) field according to (IV-23b). 
 
Unless the light fields become extremely strong, the second term in is negligible with respect to the first, leading to  intĤ
 


int
ˆ ˆ ( , )eH


m
≈ − pA r t                                                                                                                                         (V-69) 
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Equation (V-69) can be changed by another approximation, which turns out to be very useful. If the electron´s motion is 
confined to a volume small compared to the wavelength of the electromagnetic wave, the vector potential in is – to a 
good approximation – constant in space:  


intĤ


 


0( , ) ( , )t t≈A r A r   
 
where r0 is the centre of gravity of the electron’s probability distribution. This approximation is referred to as the electric 
dipole approximation. 
 
For a harmonic field oscillating at ω, hence according to (IV-23b) (exercise) 
 


0 0( , ) ( , / 2 )t t=ω − π ωE r A r                                                                                                                      (V-70) 
 
The electron subjected to this field has a momentum that also varies periodically 
 


( ) ( / 2 )dt m m t
dt


= = ω + π ω
rp r                                                                                                              (V-71) 


 
where we assumed r0 = 0. From (V-70) and (V-71) we obtain 
 


0 0( / 2 ) ( , / 2 ) ( ) ( , )t t m t− π ω − π ω =p A r r E tr  
 
yielding  
 


intĤ e= − E r                                                                                                                                       (V-72) 
 
This expression of the interaction Hamiltonian has a simple intuitive meaning: a particle of charge e experiences a force eE 
in the electric field; if it is moved a distance r in the direction of the field it changes its potential energy by an amount of – eEr, 
explaining the name of the approximation leading to this form of  . intĤ
 
From (V-66), (V-67) and (V-72) the Hamilton operator of an electron in an electromagnetic field in the Schrödinger 
representation takes the form 
 


2
2ˆ ( )


2eH V
m


= − ∇ + −r E rh e                                                                                              (V-73) 


 
 
 
 
Ensemble average – the density matrix  
 
 
Quantum mechanics makes only predictions of probabilistic or statistic nature. There are two types of uncertainties in 
quantum mechanical system. The first type of uncertainty is implicit in Postulate #2 and occurs even if the state vector 
(possibly represented by the wave function) is precisely known. The second type of uncertainty results from insufficient 
information about the state of a quantum mechanical system or from our inability to put each individual system in an 
ensemble of identical system into the same quantum mechanical state. This second type of uncertainty is handled by the 
density matrix. 
 
The state vector of a system may be expressed in terms of a complete orthonormal set of eigenvectors of some operator  
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so that the expected value of a physical observable becomes 
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=
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Calculation of this expectation value assumes that the expansion coefficients cn are precisely known. If this is not the case, 
Eq. (V-75) is fairly meaningless unless we interpret it as an average over the incompletely known values of cn. The averaging 
can be introduced as follows. Let us prepare an ensemble of N systems (N large) so that they their quantum states  
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are as nearly identical as allowed by our incomplete information. The ensemble average of is then computed 
according to the formula 
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It is convenient to define  
 
 


nm m nc c∗ρ =                                                                                                                                         (V-78) 
 
 
The matrix formed by the values of ρnm is known as the density matrix. Its diagonal elements ρnn gives the probability of 
finding any one of the systems in the ensemble in the state nϕ . The off-diagonal term ρnm  is related to the radiating dipole 
of the ensemble, as we shall see in the next Chapter. 
 
With this notation, the ensemble average of the expectation value of the physical observable Â  can be written as  
 


,


ˆ
m n m n


m n
A A c c A∗= ψ ψ = ϕ ϕ∑ ˆ                                                                                    (V-79) 


 
 
For convenience, we can define the matrix elements  
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ˆ
mn m nA A= ϕ ϕ                                                                                                                               (V-80) 


 
 
Eq. (V-80) is the matrix representation of the operator Â  in terms of the complete orthonormal set of state vectors nϕ . If 


Â  is a Hermitian operator, its matrix elements satisfy 
 
 


k kA A∗=l l                                                                                                                                               (V-81) 
 
 
ρnm may also be considered as the representation of an operator ρ̂ called the density operator in the nϕ representation. 


From Eq. (V-78) and (V-81) follows that ρ is a Hermitian operator.  ˆ
 
With (V-78) and (V-80) the ensemble average of the expectation value of the physical observable Â  takes the form 
 
  


, 0
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=
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which can be rewritten as the sum of the diagonal elements of the matrix 
 
 


k kn
n
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to yield 
 
 


ˆˆ ˆˆ( ) ( )nn nn
n n


A M A Tr= = ρ = ρ∑ ∑ A                                                                                            (V-84) 


 
 
 
which is called the trace of the product of the matrices  ρ̂  and Â . Although for the calculation of the ensemble average of 


Â  we used the representations of  and ρ̂ Â in the nϕ  representation, it can be shown (exercise) that the trace of  
and hence the ensemble average of the expectation value of a physical measurable is independent of the choice of the 
system of unit vectors 


Âρ̂


nϕ . The average given by (V-84) is an average in a double sense. It is a statistical average of 
quantum-mechanical average (expectation) values.   
 
 
 
The time evolution of the density matrix 
 
 
The states (V-76) of each system in the ensemble satisfy Schrödinger’s equation 
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Substituting (V-74) for ψ yields 
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ϕ = ϕ∑ ∑h nt H                                                                                                    (V-86) 


 
 
Multiplying Eq. (V-86) with the bra vector mϕ and using the orthonormality of the eigenvectors nϕ we obtain 
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where nmmn HH ϕϕ= ˆ . From Eq. (V-78)  
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By making use of (V-87) and the Hermiticity of H , Eq. (V-88) takes the form ˆ
 
 
 


ˆ ˆ ˆ[ ,di H
dt
ρ


= ρh ]                                                                                                                                                    (V-89) 


 
 
 
which is the equation of motion of the density operator in the Schrödinger picture. 
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Light-induced atomic transitions 
 
 
Perturbative calculation of the probability of quantum transitions    
 
In the absence of interactions with their surroundings, isolated systems “rest” in the lowest-energy eigenstate of the 
Hamiltonian. Interactions with the “outside world” manifest themselves mathematically in the appearance of a time-
dependent contribution to the time-independent Hamiltonian . The physical consequence of the appearance of this 


term in the Hamiltonian operator is a transition (with some probability) into another eigenstate of . In many cases  
describes a weak perturbation and the evolving quantum dynamics can be described by a perturbative approach. 


'Ĥ 0Ĥ


0Ĥ 'Ĥ


 
In the presence of the external perturbation the total Hamiltonian is  
 
                                                                                                       


0
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where the unperturbed Hamiltonian has the eigenstates and eigenvalues 
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In the Schrödinger representation the evolution of the system is represented by the time evolution of the wave function 


)(tψ , which obeys the Schrödinger equation 
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)(tψ  can be expanded, at any time, in terms of the complete orthonormal set nu  
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                                                                                                             (V-93) 
 
 
Substituting (V-93) into (V-92), we obtain  
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which, being multiplied with the bra vector ku becomes 
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where nkkn uHutH 'ˆ)(' =  and h/)( nkkn EE −=ω


'Ĥλ


. Up to this point, the analysis is exact and solving (V-93) is 
equivalent to solving the Schrödinger equation.  To control the strength of the perturbation, we now introduce the “turning on” 
parameter λ by taking the perturbation  so that the Hamiltonian becomes  
 


0
ˆ ˆ ˆ 'H H H= +λ                                                                                                                                      (V-96) 


 
If λ is small, we may expand an  in power series 
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which upon substitution in (V-95) yields 
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Equating the same powers of λ results in the set of relations 
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( ) ( 1) ' ( ) kni ts s
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e  


 
 
The solution of the zero-order equation is = constant. The are thus the initial values for the unfolding quantum 


dynamics. If the system is initially in the eigenstate 


)0(
na )0(


na


mu , this implies that  
 


(0) 1ma =  
 


                                                                            
(0) 0na =          for   n ≠ m  


 
 
This yields in first-order approximation 
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Since at t = 0 the system is at the state mu , 
2)1(


ka gives the probability that between t = 0 and t the system made a 


transition to the state ku . 
 
As an important special case, we consider a perturbation harmonically varying in time  
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This form of  ensures Hermiticity. Substituting (V-101) into (V-100) yields )('ˆ tH
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Rotating-wave approximation 
 
Let us focus on the case where  
 
 


~k m kmE E− ω ⇒ ωh ~ ω                                                                                                       (V-103) 
 
 
which we refer to as a (near-)resonant perturbation. In this case the first or the second term on the right hand side (V-102) 
dominates depending on whether  
 
ωkm ~ ω →  upward transition                    or                            ωkm ~ - ω  →  downward transition 
 
and the other term can be neglected. The neglect of the second or the first term in (V-102) for up- or downward transition, 
respectively, is known as the rotating-wave approximation. This leads to  
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The function y=sin2(Δωt/2)/Δω2  is plotted in Fig. V-1. 
 


 


2
t
π→ ←  


 
 
Fermi’s golden rule 
 
 
Since the width δ(Δω) ~ 2π/t of the function y=sin2(Δωt/2)/Δω2  becomes narrower whilst the area under the function 
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increases, so that for long enough times, this function becomes a narrow sampling function: 
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In this long-time limit, the transition rate from state mu to state ku  can be written as  
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This result is known as Fermi’s golden rule.  
 
 
 
Absorption and stimulated emission 
 
 
Applying Fermi’s golden rule to a resonant perturbation induced by an electromagnetic field we can gain insight into the 
origin of absorption and stimulated emission.  
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We recall that the interaction Hamiltonian for an electron in a light field in the electric dipole approximation according to (V-
71) 
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1 1ˆ '( ) ( )
2 2


i t i tH t e t e e e e− ω ∗ ω= − = − −rE rE rE0                                                                      (V-108) 


 
 
Comparison of (V-108) with (V-101) yields for the amplitude of the harmonic perturbation operator 
 
 


0
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and hence the relevant transition matrix element can be written as 
 
 


'
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where μkm is the electric dipole matrix element, which – in the Schrödinger representation – is given by 
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The modulus square of the transition matrix element is then given by 
 
 


2 2 2 2 2' 2
0 0cos coskm km kmH E μ= θ =E μ 2θ                                                                   (V-112) 


 
 
Where θ is the angle between the vectors E0 and μkm, furthermore 0E and kmμ stand for the magnitudes of these 
complex vectors. If we now assume that the light wave is linearly polarized (say along the x axis: E0  = Exux, where ux is the 
unit vector along the x axis) interacts with several atoms whose dipole vectors μkm are randomly oriented with respect to ux, 
the ensemble average of (V-112) is 
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2
                                                                        (V-113) 


 
 
where the overbar represents ensemble average. Introducing Eq. (V-113) into Fermi’s golden rule, we obtain 
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The appearance of the highly-singular delta function in (V-107) and (V-114) can be traced to the assumption that the 
interaction of the light wave with the atom continues undisturbed for an indefinite time. Actually a number of perturbation 
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phenomena (such as transitions between quantum states and collisions with other atoms) interrupt the coherent field-atom 
interaction. Equations (V-107) and (V-114) remain valid provided the delta function – an infinitely sharp function centred at ω 
= ωkm  and of unit area – is replaced by a new, broadened function g(ω – ω0), symmetric about ω0 = ωkm, again of unit area, 
such that   
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yielding for the optical-field-induced transition rate from state mu to state ku   
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where we have expressed 2
xE  with the photon flux  
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by using (IV-34). F gives the number of photons flowing across a unit area during unit time interval.  
If the transition lineshape g(ω – ω0) is the same for every atom, it is said to be homogeneously broadened. The average 
lineshape observed in an ensemble may be further broadened by the resonance frequency ω0’ being slightly shifted for the 
individual atoms and distributed around some central frequency ω0. This additional broadening phenomenon is called 
inhomogeneous broadening and will be addressed in more detail later.  
 
 
 
Atomic transition cross sections, absorption and gain coefficients 
 
Consider two eigenstates of the Hamiltonian of the atom interacting with the light wave, 0Ĥ 1u and 2u of energies E1 
and E2 > E1.  
The transition probability per unit time from the lower to the higher energy level (upward transition) is equal to that from the 
upper to the lower level (downward transition) are equal to each other  
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where  1221 μμ ==μ (from (V-111) follows that  ) and ∗= 1221 μμ h/)( 120 EE −=ω . The upward transition implies 
the absorption of a photon, whereas the downward transition implies the emission of a photon having the same properties as 
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the one inducing the transition. This latter statement will be proven later. Here we assumed that the electric dipole transition 
matrix element between the two states is nonzero: The transition is then said to be electric-dipole allowed otherwise it is said 
to be electric-dipole forbidden. 
 
The number of absorption ( 1u → 2u ) and stimulated emission processes ( 2u → 1u ),  
see Fig. (V-2)  
 
 
                           absorption                                                          stimulated emission 
 


 
 
Fig. V-2 
 
occurring per unit volume and unit time can now be written as 
 
                           absorption                                                                    stimulated emission 
 
 
 


                       
2 2
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where N stands for the number of atoms per unit volume (unit: 1/cm3) and we introduced the lower- and upper-state 


populations as NaN 2
11 = and NaN 2


22 = with a1 and a2 denoting the respective expansion coefficients in (V-93).  
 
 
We can rewrite the transition rates as 
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The parameters σ12 and σ21 have the dimension of an area (unit: cm2) and are called the absorption cross section and 
stimulated emission cross section. They depend only on characteristics of the given transition and from (V-118) can be 
expressed for a transition between the nondegenerate states 1u  and 2u as 
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Examination of Eqs. (V-120) lead to a simple physical interpretation of the atomic transition cross sections σ12 and σ21. Let us 
associate with an atom in the lower and the upper state a real physical cross section σ12 and σ21, respectively. If we visualize 
the incident light beam of photon flux F as a shower of point-like particles, F of which pass through a unit area per unit time, 
the number of upward transitions is given by the number of “light particles” hitting the atoms of cross section σ12. In the same 
way, the number of induced downward transitions is equal to the number of times, light particles hit atoms of cross section 
σ21 (Fig. V-3). 
 
 


 
Fig. V-3 
 
 
Since the light-induced upward and downward transitions cause the absorption and emission of a photon, the infinitesimal 
change dF of the photon flux through the element of the atomic medium of area A and infinitesimal thickness dz (Fig. V-4) 
can be written as 
 
 
 


 
 
   Fig. V-4 
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se 21 2( ) ( )dF A F N Adz⋅ = σ ω                                                                                                                 (V-122b) 
 
 
from which we obtain 
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by utilizing that for nondegenerate levels 1 and 2:  σ12(ω) = σ21(ω)  = σ(ω) according to (V-121).  
 
 
If the medium is in thermodynamic equilibrium, N1 > N2 (see Fig. V-5) 
 
 


 
 


Fig. V-5  
 
 
we can define the positive quantity  
 
 


1 2 1 2( ) ( )( ) ( ) ;N N N N N Nα ω = σ ω − = σ ω Δ Δ = −                                                         (V-124) 
 
 
which is referred to as the absorption coefficient of the material. Upon introducing α into (V-123) and solving this simple 
differential equation under the assumption that the incident light wave does not change the populations N1 and N2 
significantly we obtain 
 
 


0( ) andzF z F e z(z) e−α −α= 0I I=                                                                                              (V-125) 


 
 
which reveals the well-known exponential attenuation of a light beam through an absorbing medium.  
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If some pumping mechanism gives rise to N2 > N1, the absorption coefficient α(ω) becomes negative, so the wave is 
amplified rather than attenuated in the material. In this case it is customary to define the new (positive) quantity γ(ω) as  
 
 


2 1 1( ) ( )( ) ( ) ;N N N N N Nγ ω = σ ω − = −σ ω Δ Δ = − 2                                                         (V-126) 
 
 
It is called the gain coefficient and is responsible for light amplification by stimulated emission of radiation.   
 
In order to be able to complete this simple analysis of a resonant (ω ~ ω0) light-matter interaction, we have to note that the 
population Nk of an excited state of energy Ek may increase due to some pumping mechanism  
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where Rk is the pump rate into level k [unit: cm-3s-1], which includes thermally induced pumping as well as other (e.g. 
electrical, optical) pumping mechanisms. Simultaneously, the population of the excited state ku also decays 


spontaneously (without any interaction with some incident radiation) to approach – with a decay time  – its equilibrium 


value so that in the absence of an incident light wave 
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For any level of energy Ek satisfying Ek - E0 >> kT  and in the absence of any pumping mechanism other than thermal 
excitations: .  0~e


kN
The decay originates from the fact that the electronic charge distribution of an excited atom forms an oscillating dipole that 
radiates (Fig. V-6 shows the charge distribution in a hydrogen atom excited partially from the 1S into the 2P(M=0); ΔE = E2P - 
E1S), resulting in spontaneous emission and a related energy loss at a rate of , where  is the radiative lifetime of the 
level k.  
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          Fig. V-6 
 
 
The actual lifetime may be shorter due to nonradiative decay  kτ
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where is the nonradiative lifetime originating from inelastic collisions. nr


kτ
 
 
 
Atomic rate equations 
 
 
From (V-120), (V-123), (V-127) and (V-128) we can now establish the atomic rate equations for the interaction of a quasi-
monochromatic light wave of frequency ω with an ensemble of atoms with energy levels E1 and E2 (so that 


) ω−=ω ~/)( 120 hEE
 
 


2
1 2


2
( )( )dN NN N F R


dt
= σ ω − − +


τ
2


2                                                                                                (V-129a) 


 
 


1
2 1


1
( )( )dN NN N F R


dt
= σ ω − − +


τ
1


1                                                                                               (V-129b) 


 
 


−α ω >⎧
= σ ω − = ⎨ γ ω >⎩


1 2
2 1


2 1


( )
( )( )


( )
F for N NdF N N F
F for N Ndz


                                                   (V-129c) 


 
 
So far we have considered the simplest case when both levels 1 and 2 participating in the interaction are isolated and 
nondegenerate. Here we will be concerned with the case when the levels are degenerate or consist of a number of slightly 
differing sublevels. In the former case a number of states  iu1  (i=1…g1) and ju2  (j=1…g2) have the same energy E1i  = 
E1 and E2j = E2, respectively. In the latter case, the energy levels in the upper and/or lower manifold, also called sublevels, 
are different but only slightly so that the level spacing is comparable or smaller than the thermal energy kT and hence the 
sublevels are thermally populated (Fig. V-7).    
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Fig. V-7 
 
First we scrutinize the degenerate case. In thermal equilibrium, the populations of each sublevel satisfy Boltzmann’s equation 
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From Eqs. (V-130a,b,c) we obtain 
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The rate of change of the overall population in the upper level manifold can be written as 
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where the transition cross sections σij = σji  between the individual sublevels can be calculated by using (V-121). If a rapid 
relaxation towards thermodynamic equilibrium occurs between the sublevels within each level, we may write according to (V-
130b,c) 
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which, upon substitution into (V-132), yields 
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and analogously 
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Taking a glance at Eqs. (V-134) leads us from Eqs. (V-134a,b) to  
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where σa and σe are the overall absorption and emission cross sections   
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We can now turn to the case when the levels 1 and 2 consist of sublevels of different energy with a sublevel spacing 
comparable to or smaller than kT. Hence thermal excitation leads to rapid thermalisation so that Boltzmann’s statistics are 
obeyed at any time. Instead of (V-130b,c) we can now write 
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where f1i and f2j are the fractional populations of the lower and upper sublevels, which – according to Boltzmann’s statistics – 
are given by 
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                                                                            (V-137a,b) 


 
Substitution of (V-136a,b) into (V-132) yields again (V-134a) for the rate of change of N2 and Eqs. (V-134b,c) remain also 
valid with 
 


1 2


1
1 1 1 1


( ) ; ( )
g g


a i j j e
i j i j


f
= = = =


σ ω = σ σ ω = σ∑∑ ∑∑ 2i j jf                                                                    (V-137c,d) 


 
The atomic rate equations (V-129) and (V-134) describe the interaction of a quasi-monochromatic light wave and a resonant 
atomic system and are capable of accounting for a number of important phenomena in modern optics: They describe the 
basic operation of lasers and allow optimization of practical laser systems for maximum output power.  
 
 
Principles of lasers, conditions for laser oscillation  
 
The most favourable conditions for laser oscillation can be created by utilizing atoms with a level scheme shown in Fig. V-8a. 
A laser based on this level scheme is referred to as four-level laser.  
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• Rapid decay from level 3  
       to level 2 
 
                                                
• Long lifetime in level 2 


(metastable level) 
 
 
• Short lifetime in level 1 
 


Fig. V-8a  
 
If the above conditions are fulfilled and atoms are efficiently excited from the ground state E0 through the pump level manifold 
(band) E3 to the upper laser level E2 at a rate R2, population inversion between level 2 and level 1 can be created for 
amplification of a light wave of frequency ω  approximately equal to the resonance frequency h/)( 120 EE −=ω to within 
the linewidth of the emission cross section σe(ω) of the laser transition. The relevant rate equations (Fig. V-8b) are 
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         Fig. V-8b  
 
 
If 1/τ1 is very large as compared to 1/τ2 and the stimulated transition rates, (V-138b) implies N1 ~ 0 and Eqs. (V-138a) and (V-
138d) simplify to  
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Small-signal gain coefficient, saturation intensity 
 
 
The steady-state population of the upper laser level can be obtained by requiring (dN2/dt = 0): 
 


 2 2
2


21 e


RN
F


τ
=


+ τ σ
                                                                                                                                          (V-140a) 


 
yielding the steady-state gain coefficient as 
 


0
2


2
( , ) ( )


1 ( )e
e


F N
F


γ
γ ω = σ ω =


+ τ σ ω
                                                                                              (V-140b) 


 
with  
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which is referred to as the small-signal gain coefficient. The gain coefficient is often expressed in terms of the intensity I = 
Fωh  
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where 
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and are called the saturated gain and saturation intensity, respectively. 
 
Assuming N2 to be constant not only in time but also in space, (V-138c) can be integrated to yield  
 


( )out


in


( )
(0)


gLgF LF e
F F


γ ω= =                                                                                                                             (V-144) 


 


R2 


 
        Fig. V-9 
 
The condition for laser oscillation in a cavity formed by mirrors (Fig. V-10) can now be written as  
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Fig. V-10 
 
 
       Fig. V-10 
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or equivalently 
                                                         ( ) 0gLγ ω − =l l                                                                                       (V-145a) 


 
 
where is the laser frequency (not necessarily – although most frequently – identical to the centre of the laser transition 


frequency ) and the total resonator round-trip loss  
lω


0ω
 
 


out par= +l l l                                                                                                                                              (V-145b) 


 
 
is composed of the useful output coupling loss and the undesirable  parasitic loss .  outl parl


 
If , which is usually the case, the power of the laser beam circulating in the laser cavity in the steady state is nearly 
constant everywhere in the cavity  
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where stands for the effective laser beam cross section in the gain medium. The condition of laser oscillation can now be 
written as 
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From which the output power Pout = loutP can be expressed as  
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In the case of optical pumping, the efficiency of (optical) pumping from the ground state to the upper laser level can – with 
the help of Fig. V-11 – be expressed as  
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Fig. V-11 


 
 
where Ppump  is the pump power coupled into the 
pumped volume of the gain medium of cross 
section Ap and length Lg , the (average) 
pump photon energy. The absorption efficiency 
ηa gives the fraction of pump radiation absorbed 
within the pump band E3 and the energy 
transfer efficiency ηt quantifies the fraction of 
atoms excited to a sublevel of the E3 manifold 
which subsequently populate the upper laser 
level (rather than relax directly to lower levels).  


pωh


 


 
 
 
 
Pump threshold, slope efficiency 
 
 
Substituting first (V-148) into (V-141) and then (V-141) into (V-147) leads to the laser input-output power relation in its final 
form 
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are the threshold pump power and slope efficiency, respectively (Fig. V-12).  
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Fig. V-12 
 
 
 
 
Conditions for efficient laser operation 
 
 
Efficient optically-pumped laser operation make the following demands on 
 
the laser medium 
 


• small difference between pωh and lhω (high quantum efficiency) 
• broad pump band and high transition cross section from level 0 to 3 (high ηa) 
• efficient energy transfer from level 3 to level 2 (high ηt) 
• large τ2, small τ1 
  


the pump source and pumping scheme 
 


• good spectral overlap with the pump band (high ηa) 
• minimized cross section Ap of the pumped volume 


 
the resonator design 
 


• low parasitic resonator losses ( 0→parl ) 
• optimum output coupling (depends on Ppump) 
• matching of the laser beam cross section lA to that of the pump volume 1/ ≅pAAl  
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The Neodymium:YAG laser: lamp pumping versus diode-laser pumping   
 
 


 
 
 
 
Fig. V-13 
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Pumping by an incoherent source: krypton flashlamp or cw arc lamp  
 
 


 
 
 
Fig. V-14 
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Pumping by a coherent light source: diode laser 
  
 


 
 
 
Fig. V-15 
 
 
 
The Titanium sapphire (Ti:Al2O3) laser 
 
The Ti:sapphire laser is the most widely used tunable solid-state laser and is the premium source of ultrashort (fs) laser 
pulses, too. Its laser transition provides amplification over the wavelength range of 650-1050nm, thus providing the largest 
bandwidth of any laser. Ti3+ ions occupy some (typically 0.1-0.5%) of the Al3+ ion sites in the crystal lattice, situated at the 
centre of an octahedral site whose six apexes are occupied by O2- ions (Fig. V-16).    
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Fig. V-16 


The two 4s electrons of the Ti3+ ions and one of 
the 3d electrons participate in ionic binding to the 
surrounding oxygen anions. The second 3d 
electron is the only active electron responsible for 
the laser transition. The energy of this electron 
depends both in the ground and in the first 
excited state on the distance R between the 
titanium and oxygen ions and depicted 
qualitatively in Fig. V-16. On these electronic 
energy levels a large number of vibrational 
energy levels are superimposed (Fig. V-17left), 
with the sum of the two providing the total 
(electronic+vibrational) energy of the Ti3+ ion. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. V-17 
 


 


 
 Fig. V-17 


 
 
Since the equilibrium value of the coordinate R is slightly shifted in the excited state, the Franck-Condon principle implies that 
optical pumping creates highly-excited vibrational states in the excited electronic state, which constitute the pump band E3, 
from which rapid relaxation and thermalisation populates a low-energy vibrational manifold E2. From here transition into the 
vibrational manifold E1 of the electronic ground state gives rise to a broad emission (and laser amplification) band. The 
absorption cross section from the electronic ground state and the emission cross section from the excited electronic state 
can now be calculated using the analysis that leads to Equation (V-137) and are qualitatively depicted in Fig. V-17right. 
Solid-state lasers of this type, in which the laser transition takes place between vibrational manifolds of different electronic 
states resulting in a broad amplification band according to Eq. (V-137) are referred to as vibronic lasers. 
Table V-1 summarizes the optical and spectroscopic parameters of the most important vibronic laser materials (at room 
temperature). 
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